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Introduction

In the early twentieth century, the instruments of war were simply called weapons.
The cannon, the rifle, or the bayonet were all considered separate pieces of weaponry to
be used in combat.  By the Second World War, technology began to be integrated into
combat.  The invention of radar and sonar extended the field of combat to greater and
greater ranges, and it was no longer necessary to sight targets directly.  As technology
progressed, the very nature of weapons also changed. Now, it is no longer sufficient to
discuss individual pieces of weaponry, they must be taken in the context of the entire
weapons system, which is the complete set of interrelating pieces that function together to
achieve the goal of destroying a target.

The complete description of a weapons system must include all of the means of
exchanging information between sub-systems, called communication systems; all means
used to locate the target, called sensors; all means used to store, launch and deliver the
weapon to the target, called delivery sub-systems; and all means used to inflict damage
upon the target, called destruction sub-systems.

In this book, we will discuss how the various sub-systems function.  The goal is to
understand the principles of operation of many different weapons systems.  It is expected
that the reader will supplement this material with one of the many fine books describing
the arsenal of weapons currently in use by the major militaries of the world.

To understand how a complicated device such as a weapons system works, it is
often helpful to perform some level of abstraction first.  In some ways, this is also how
weapons systems are designed.  The abstraction is simply to ask “what are the inputs and
outputs?”  This question can be applied at many different levels.  To illustrate this concept,
consider the overall weapons system.  The inputs come from the target and/or an operator.
The output is the destructive force that damages the target.

At the next level of abstraction, the roles of the major sub-sections can be
prescribed.  The sensor sub-section takes the signals from the target and outputs the
location and direction of movement of the target to the delivery system.  The delivery
system’s output is to put the weapon in close proximity to the target.  Finally, given some
small separation from the weapon to the target, the destructive system outputs the
destructive force to the target.  Of course, most of this is obvious.  However, when this
method of breaking systems down into smaller functional sub-systems is applied to smaller
and smaller parts, it turns out to be a very useful way to understand how complicated
systems work.  Once the roles of the various sub-systems are understood, then the details
of its operation can be put into context.   This is the approach taken here.
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 Chapter 1  

Waves

Figure 1-1.  Energy for this wave comes form work done by the wind and gravity on the water offshore.

Basic to the process of communication is the ability to transmit or transfer

information.  This transfer is accomplished by propagating waves of energy. Therefore, to

understand how communication systems work, we must first review the basics of waves.

The wave itself is some disturbance in a parameter that varies over its spatial dimensions.

The movement of the disturbance that maintains its shape (or changes slowly) is known as

propagation. The information that is to be exchanged is carried in one or more parameters

of the wave.

The Parameters of a Wave

If we were to take a “snapshot” image of a simple wave and capture its shape at a

particular instant in time, we could make a plot of the value, or amplitude, of the

disturbance as it varies over some distance.
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Figure 1-2.  Sine Wave.

In this example, the disturbance is periodic, meaning it repeats itself at regular

intervals.  This is just a plot of the Sine function, y = Sin(x).  Sometimes, this is called a

sine wave or sinusoidal wave.   A wave need not be periodic or smoothly varying like the

sine wave, but as we will discuss later, the set of all sine waves forms a basis for the

description of any wave.  So for now we will stay with sine waves, which have the

following parameters:

Wavelength:  the distance between parts of the wave that repeat themselves.  In our

example, the wavelength would be 1 unit on the horizontal axis.  Wavelength is almost

always represented by the symbol λ (lambda).

Amplitude:  the magnitude of the peak deviation from the average value of the

disturbance.  In this case, the value of the disturbance is plotted as “y” on the vertical axis.

Since the wave varies about the value y=0, the amplitude is 0.5 units.  You can also see

that this is one-half of the peak-to-peak difference.  The units of amplitude depend on the

nature of the wave.  A disturbance may be a physical displacement, like the height of the

water in an ocean wave.  The disturbance may be an electric or magnetic field, in which

case they are called electromagnetic, or e-m waves.  If the disturbance is a change in the

local pressure, the waves are called acoustic, or sound waves. In the following figure the

amplitude is labeled as “A.”
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Figure 1-3.  The parts of a sine wave.

Figure 1-4.  Phase difference between two waves.

There is one more parameter necessary to completely describe this wave, but

which cannot be readily understood from the current picture.  Suppose we look at these

two waves with the same wavelength and amplitude.  Although they have the same shape,

they differ in the starting point.  This parameter is called the phase.  For a single wave, it is

irrelevant because it corresponds to the arbitrary choice for the location of the horizontal
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axis.  On the other hand, between two waves, the relative phase is important.  For this

reason, we often discuss the phase difference or phase shift between two or more waves.

Although it should be clear what the significance of a phase shift is, it requires

some care to quantify it. First of all, because it is a difference agreement on the sign.  In

this example, the second wave appears to be advanced, meaning it is further along in the

cycle than the first.  To make the mathematics consistent, this should be a positive phase

shift.  Another way to visualize this is to move the entire wave to the left for a positive

phase shift.   This gets confusing for just about anyone, so it might be best to simply make

the following association:

positive phase shift ⇔ advanced wave

negative phase shift ⇔ retarded wave

As with any physical quantity, the phase shift must have units.  We might be

tempted to use the same units as wavelength, but this would not be particularly useful.

What we really want to know, is the shift in the wave relative to the complete cycle.

Phase shift therefore has the units of an angle, because the sine wave is based on a circle

and repeats every 3600.  This is a natural choice, since the argument of the sine function

must already have units of angle.  So phase shift may vary between 00 and 3600.  The

phase shift of 00 is no shift, and 3600 corresponds to a shift of exactly one wavelength,

which is again equivalent to no shift at all.  At 3600, we start over with 00.

You might also note that a negative phase shift of -φ degrees is the same as the

positive phase shift of 3600-φ.  These are just two equivalent ways to describe the

direction on a circle, one going counter-clockwise and the other clockwise.
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Figure 1-5.  The equivalence of positive and negative phase shifts.

Finally, the units of phase are sometimes expressed in radians, which actually have no

units.  To convert between degrees and radians you only need remember that there are 2π
radians in a 3600 circle.  So:

radians = (2π/3600) x degrees

degrees = (3600/2π) x radians

The conversion factor is about 57.30 per radian, or if you are in a hurry, ≈600.

As we will see, the concept of phase shift is key to the operation of antennas and sonar

arrays. The last parameter of the sine wave is:

Phase:  the angular argument (in degrees or radians) at which the sine wave begins, as

defined relative to some arbitrary starting point.  The symbol for phase is either φ or θ.

Phase shift is sometimes represented by ∆φ or ∆θ (the Greek symbol ∆ , capital “delta,” is

used to denote change in a quantity).

− φ

360 - φ
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Traveling Waves

Up to this point, we have described the “snapshot” of a propagating wave at some

instant in time.  Of course, the disturbance moves along at some speed.  If you were to

travel along with the wave at that speed, you would see the same image as in the previous

description, although it might slowly change over time.  However, if you were to remain

at a particular location and observe the wave, the disturbance would vary in time, identical

to the way it varied over distance in our “snapshot” view.  Distance and time are related

by the speed of propagation, v.  The wavelength now has an equivalent parameter,

corresponding to the interval of time between cycles, known as the period.  The period is

often given the symbol T.  A related parameter is the frequency.

Frequency:  the number of complete cycles of a periodic wave that pass a stationary point

in one second.  The frequency, f, is simply the inverse of the period, f = 1/T.  Frequency

has units of Hertz (Hz), where 1 Hz = 1 cycle per second.

Since the wave is propagating with speed v, the frequency (or period) and
wavelength are related to one another.  If the speed of propagation is independent of
wavelength of frequency, we have the following relationship:

fλ = c

This is also known as the dispersion relationship, because it describes how the speed of

propagation varies with frequency.  For instance, a prism disperses light into separate

colors (frequencies) because they propagate at different speeds. Components with lower

speeds of propagation bend by a larger amount when they enter a new medium (this is

Snell’s law which is discussed in a later chapter). This causes the different frequency

components (colors) to be separated or dispersed.

prism

white (all colors) light

red

yellow

green

blue

Figure 1-6.  How a prism disperses light.
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For electromagnetic (e-m) waves (light also being an electromagnetic wave) the speed of

propagation in space (or a perfect vacuum) is constant.  Its velocity is the speed of light,

designated by the constant c, and has the following value for our purposes:

c = 3 x 108 m/s

The speed of light does not change greatly in most materials, especially air, and therefore

unless otherwise stated this value will also be used for the propagation of e-m waves in

air.

Frequency  vs. Time Domain

When we plot the wave’s amplitude as a function of time (at a fixed location), we are

using the time domain description.  This means nothing more than the fact that the

horizontal axis has units of time.  The wave has parameters of amplitude and period

(disregard phase for now).  As an alternate way to describe the very same wave, you only

need specify the amplitude and frequency.  Clearly, these two descriptions are equivalent

for the simple sine wave we have been using as an example.

Now, real waves often have very complicated shapes (in the “snapshot” view).  It

can be shown that most periodic waves can be constructed from a combinations of sine

and cosine waves with different frequencies. In order to construct the wave, one only need

know the relative amounts of each frequency component.  In other words, the amounts of

each frequency are like a recipe card for constructing wave forms.  The reverse operation

of finding the frequency components that make up a particular wave is called the spectral

decomposition or frequency analysis.

The description of a wave by specifying the value at points in time is the

representation in the time domain.  If you specify the amount of each frequency

component (for sine and cosine waves), then the representation is in the frequency

domain.  They should be thought of as two completely equivalent methods of representing

the same thing.  Now, let’s look at a simple cosine wave in both representations.
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Figure 1-7.  Time and Frequency Domain representation of cosine wave.

In the time domain, the cosine wave completes 8 cycles in 1 second.  In the frequency

domain, we have a single component at 8 Hz.

The real value of the frequency domain will come with signals that appear

complicated in the time domain, but are simple combinations of sinusoidal waves.

Consider another example, but this time the signal is a simple combination of sine waves

but with different frequencies.
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Figure 1-8.  A more complicated wave.
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The signal on the left appears slightly more complicated, and it would be difficult to

determine the nature of the signal.  In the spectrum we see that it is a simple combination

of three frequency components.  The strongest component is still at 8 Hz, with additional

contributions from 16 and 32 Hz.  Because these higher frequencies are multiples of the

original frequency they are known as harmonics.  The relative power levels are the square

of the relative contributions to the amplitude.  In this case, the 16 Hz contribution is 1/3 as

large as original at 8 Hz.  Likewise, the 32 Hz contribution is 2/3 as large.  Here’s how

these numbers where obtained:

ratio of 8 Hz to 32 Hz = 2.7:1.2 = 2.25:1

square root of 2.25 = 1.5:1 or 3:2.

ratio of 8 Hz to 16 Hz = 2.7:0.3 = 9:1

square root of 9 = 3:1

The overall combination is therefore 3:1:2.
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 Chapter 2  

Propagation of Waves

Figure 2-1.  Communications satellite.

The process of communication involves the transmission of information from one

location to another using modulation to encode the information onto a carrier wave. It is

only the characteristics of the carrier wave that determine how the signal will propagate

over any significant distance.  This chapter describes the different ways that

electromagnetic waves can propagate.

Basic Phenomena

An electromagnetic wave is created by a local disturbance in the electric and

magnetic fields.  From its origin, the wave will propagate outwards in all directions.  If the

medium in which it is propagating (air for example) is the same everywhere, the wave will

spread out uniformly in all directions, called a spherical wave.
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Figure 2-2.  Spherical wave.

 Far from its origin, the wave will have spread out far enough that it will appear have the

same amplitude everywhere on the plane perpendicular to its direction of travel (in the

near vicinity of the observer).   This type of wave is called a plane wave.  A plane wave is

an idealization that allows one to think of the entire wave traveling in a single direction,

instead of spreading out like a spherical wave.

Figure 2-3.  Plane wave.



Chapter 2
Propagation of Waves

23

Electromagnetic waves propagate at the speed of light.  In a vacuum, the speed of

propagation is about 3 x 108 m/s.   In other mediums, like air or glass, the speed of

propagation is slower.  If the speed of light in a vacuum is given the symbol c, and its

speed in some medium is c0, we can define the index of refraction, n as:

n ≡ c/co

For most common mediums, as shown in Table 2-1, the index of refraction is greater than

one, meaning the speed of propagation is less than in vacuum.

substance index of refraction

vacuum 1

air 1.0003

water 1.33

glass 1.55

Table 2-1.  Indices of refraction for common substances.

Reflection

When a plane wave encounters a change in medium, some, or all, of the wave may

propagate into the new medium and some may be reflected. The part that enters the new

medium is called the transmitted portion and the other the reflected portion.  The part that

is reflected has a very simple rule governing its behavior, the angle of reflection = the

angle of incidence.

θ θI R

Figure 2-4. Reflection.
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As seen in Figure 2-4, the angles are defined as:

♦ Angle of Incidence.  the angle between the direction of propagation and a line

perpendicular to the boundary, on the same side of the surface; and

 

♦ Angle of Reflection.  the angle between the direction of propagation of the reflected

wave and a line perpendicular to the boundary, also on the same side of the surface.

Incoming and outgoing waves are 180 0 out of
phase

Figure 2-5.  Phase shift on reflection.

If the incident medium has a lower index of refraction, then the reflected wave will

have an 1800 phase-shift upon reflection.  Conversely, if the incident medium has a larger

index of refraction the reflected wave has no phase-shift.

Refraction

When the wave enters the new medium, the speed of propagation will change.  In

order to match the incident and transmitted waves at the boundary, the transmitted wave

will have to change its direction of propagation.  For example, if the new medium has a

higher index of refraction, the wavelength must be shorter (the frequency must stay the

same due to the boundary conditions). The direction of propagation in the new medium

must be closer to perpendicular. The angle of transmission, shown in Figure 2-6, will be

less than the angle of incidence. For the general case, the relationship between the angles
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of incidence and transmission, called Snell’s Law, will depend only on the relative indices

of refraction:

ni sinθI = nt sinθt.

θ1

θ2

Figure 2-6.  Refraction.

When the direction of propagation changes, the wave is said be refracted. The transmitted

wave will always bend towards the perpendicular when entering a medium that has a

higher index of refraction.

Example:  Why a pool is deeper than it looks.

When you look into a pool, the light from the bottom is refracted away from the

perpendicular, because the index of refraction in air is less than in water.  To the observer

at the side of the pool, the light appears to come from a shallower depth.  For the same

reason, when you look at objects underwater through a mask, they will appear to be larger

than they really are.  The light from the object is spread outwards at the water-air interface

of your mask.  To you it will appear the object is closer or larger.

Interference

All electromagnetic waves can be superimposed upon each other without limit.

The electric and magnetic fields simply add at each point.  If two waves with the same

frequency are combined there will a be a constant interference pattern caused by their

superposition.  This interference can either be constructive, meaning the overall field
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strength has increased, or destructive, meaning that the field strength has decreased.  The

type of interference at any point depends on the phase difference between the two waves

at that point.  It can be shown that constructive interference occurs when the phase

difference is between 0 and 1200, or between 240 and 3600.  By elimination, destructive

interference occurs when the phase difference is between  120 and 2400.  For two identical

waves, if there is no phase difference, there will be total constructive interference,

meaning the field strength will be at its maximum value.   If the phase difference is 1800,

there will be total destructive interference, where two waves completely cancel each other

out.

The phase difference between two waves at any point can be due to either a phase

difference at the sources or a difference in distance each wave travels from its origin,

called the path length, ∆x.  The phase difference, ∆φ, caused by a difference in path length

is given by, ∆φ = 2π∆x/λ and conversely )x = )N8/2B.

Example:  Omega is an old radio navigation system that used the phase difference in the

same signal from two fixed transmitters to determine a line-of-position.  The same amount

of phase difference from the two transmitters corresponds to a unique line-of-position.

However, since the phase shift can only have values between 0 and 360o, there is an

ambiguity among lines-of-position.  Each phase shift actually corresponds to multiple lines

each separated by a distance equivalent to 3600 of phase shift.  Since the frequency was

10.2 kHz, the wavelength corresponding to 3600 phase shift was 16 miles, which is the

separation between ambiguous lines-of-position.  This can be confirmed by viewing an

Omega overprinted chart.  Loran-C, which is another radio navigation system, also has a

phase-difference mode.  In phase-difference Loran-C, the spacing between lines is only

about 3000 m, since it operates at the higher frequency of 100 kHz.

Diffraction

If a wave passes through an opening, called an aperture, it will diffract, or spread

out from the opening.  The degree by which the wave will spread out depends on the size

of the aperture relative to the wavelength.  In the extreme case where the aperture is very

large compared to the wavelength, the wave will see no effect and therefore will not

diffract at all.  The wave will pass directly through, but will be cropped to match the size

of the opening.  At the other extreme, when the opening is very small, the wave will

behave as if it were again at its origin.  The wave will spread out uniformly in all directions

from the center of the aperture.  In between the extremes, there will be some amount of

diffraction.
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Figure 2-7.  Diffraction.

As an example, consider a circular aperture.  If a wave with wavelength λ
encounters an opening with diameter D, the amount of diffraction as measured by the

angle, θ (in radians), at which the new wave diverges from the opening, measured from

one edge to the other, is θ ≈ 2.4 λ/D.  If the opening was a vertical slit, the factor in front

would be 2.0 instead of 2.4.  The exact value of this factor is not important, other than it is

something on the order of two, and it varies with the exact configuration.

Antennas

Antennas couple the current flowing in conductors to electromagnetic waves

propagating in air. The most basic form of the antenna is called the dipole antenna.

The Dipole Antenna

A center-fed dipole antenna is constructed from two straight pieces of wire in a

line. When an alternating voltage is applied between the wires, current flows and the

electrical charges pile up in either piece.  If the top piece has a net positive charge, the

other piece will have a net negative charge.  The separation between the charges creates

an electric field, which is oscillating in time.  The oscillating electric field induces an

oscillating magnetic field around the antenna.  The magnetic field in turn creates another

oscillating electric field, this time further from the antenna.  The electric and magnetic

fields induce each other at greater and greater distances and therefore propagate outwards

as an electromagnetic wave. The same antenna can be used to receive electromagnetic

waves.  When the electromagnetic wave passes over a conducting material in the antenna,

an oscillating current will be induced.
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Figure 2-8.  Dipole antenna.

For a center-fed dipole antenna to work most effectively, it should be exactly one-

half wavelength long.  Receiving antennas, which do not require high sensitivity, need not

follow this rule.  Transmitting antennas on the other generally do, except at very low

frequencies.  When the antenna is placed in the ground, called a ground-plane antenna, the

optimum size is reduced by half again, due to signal reflection at the ground plane.  This

appears to make an image antenna of equal size below the ground that reduces the actual

antenna requirement.  So for ground-plane antennas, the optimum size is one-quarter

wavelength.

Example:  Find the optimum antenna size for a ground-plane dipole used to broadcast

commercial AM radio (approximately 1 MHz).  The wavelength at 1 MHz is 300m , so

the optimum antenna should be about 75 m tall.

Polarization

The orientation of the fields in the wave is called the polarization. In a dipole

antenna, the original electric field is oriented along the axis of the antenna and therefore

the induced magnetic field will be perpendicular to both the electric field and the direction

of travel.  As the wave propagates outwards, the electric and magnetic fields will remain

perpendicular to each other.  They will also be perpendicular to the direction of

propagation.
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Figure 2-9.  Polarized fields.

When the field remains in a particular direction, as in the case of waves from the

dipole antenna, the wave is considered to be linearly polarized.  The direction will be

aligned to the antenna.  A vertical antenna will create a vertically, linearly polarized

electromagnetic wave.  A receiving antenna that is aligned with the polarization will have

the greatest sensitivity.

Example:  Commercial radio broadcasts come from large vertically oriented antennas.

Therefore they are linearly vertically polarized signals and are best received by a vertical

antenna.  So, to maximize reception of a radio signal, hold the antenna upright.

Linear polarization is not the only possibility.  Another type is circular

polarization.  The best way to visualize this is like a corkscrew.  The electric field rotates

as it travels along.  If the rotation is clockwise as seen looking in the direction of

propagation, it is called right-hand circular polarization (RHCP).  The other possibility is

LHCP.  Antennas for circular polarization may look like corkscrews or pairs of dipoles at

right angles.  Circular polarization is often used in satellite communications because it

eliminates the need to try and match the receiving antenna to the orientation of the

satellite’s antenna.

Some waves are not polarized at all.  For example, sunlight is homogeneous

mixtures of waves will all orientations.  It is said to be un-polarized.  It can however,

become polarized either by filtering or upon reflection from a flat surface.

Example:  polarized sunglasses.
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When sunlight is reflected off the road it appears as glare.  In the process of
reflection the light becomes horizontally polarized.  Sunglasses with vertical polarization
block this component and therefore reduce glare.  These glasses can easily be checked to
see if they are polarized by holding two pairs at right angles.  In this case, all possible
orientations of linear polarization will be blocked and the lenses will appear opaque.

Antenna Beam-forming
The dipole antenna we have been discussing radiates its energy in all directions

perpendicular to its axis.  There can be no signal coming from the ends, however.  In this

sense, the dipole antenna has some directionality, or preferred direction.  In cases where

high sensitivity is required or when it is necessary to exclude transmission or reception

from unnecessary directions, antennas can be made even more directional. The process of

creating and controlling directionality in antennas is called beam-forming.  It has wide-

spread applications in communications, radar and sonar.

Beam-forming should be understood as the exploitation of interference.  For

example, consider two identical receiving dipole antennas, both oriented vertically in the

ground, whose output is combined.  Since the dipole is only sensitive perpendicular to its

axis, neither antenna will receive signals at any significant vertical angle.  Each antenna by

itself, has no preferred direction in the horizontal plane.  Suppose now that they are

separated by exactly one-half of a wavelength of the signal they are receiving.  If they

receive a signal coming from a direction along the line that connects them, there will be a

1800 phase-shift between their outputs, which will cause complete cancellation.  Therefore

they cannot receive signals along the line connecting them.

Radio Tower Radio Tower Signals are

out of phase:

destructive

interference

λ/2

Figure 2-10.  Two-antenna linear array.
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If the signal is coming from a direction perpendicular to the line connecting them, there

will be equal path lengths and therefore no phase-shift.  Their outputs will combine at

twice the strength.  The combination of the two antennas will be more sensitive to signals

coming from a direction perpendicular to the line connecting them.  Therefore, the two

antenna array will have directionality in the horizontal plane.  As it turns out, the three-

dipole antenna linear array is even more directional.  There is no reception from the

directions along its axis, and a more narrow region perpendicular to the array from which

it receives strongly.  The width of good reception is called its beamwidth.

For a many-dipole linear array, the beamwidth gets smaller proportionally as the

number of elements increases.  If the overall array length is L, the beamwidth can be

predicted theoretically:

θ ≈ 2λ/L.

This looks just like the diffraction theory.  In fact, it should.  The model for deriving

diffraction is to sum the results from many little “antennas” across the aperture.

Modern antennas may use reflectors to collect or distribute the energy, or they

may be made from arrays of simple elements like dipoles.  In either case, where the size of

the antenna is on the order of the wavelengths involved, the beamwidth can be estimated

using diffraction theory.

Region of

constructive

interference

Region of

destructive

interference

θ

Figure 2-11.  Beams formed by two-antenna linear array.
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Example:  Direct Satellite TV.  This system uses an 18” reflecting dish to receive signals
from geo-synchronous satellites, located at 101 W and near the equator.  The signal is Ku-
band at about 12.5 GHz (2.4 cm wavelength), and is circularly polarized.  The beamwidth
of the 18” (44 cm) is ≈ 2 x 2.4/44 = 0.11 radians or ~60.  This would imply that the
antenna should be positioned within less than six degrees of the line of sight to the
satellite. The beamwidth is made as small as possible to maximize the sensitivity of the
antenna.  A larger dish would have smaller beamwidth and therefore would be more
sensitive but would require a more accurate aim.

Modes of Propagation in Air

The Electromagnetic Spectrum

Frequency Range Band Designation

30-3000 Hz ELF

3-30 kHz VLF

30-300 kHz LF

300-3000 kHz MF

3-30 MHz HF

30-300 MHz VHF

300-3000 MHz UHF

3-30 GHz SHF

30-300 GHz EHF

Table 2-2.  Communications bands.

Ground Waves

Radio waves in the VLF band propagate as ground waves.  The front of a ground

wave is connected to the surface of the earth at one end and to the ionosphere at the

other.  The ionosphere is the region above the troposphere (where the air is), from about

50 to 250 miles above the earth.  It is a collection of ions, which are atoms that have some

of their electrons stripped off leaving two or more electrically charged objects.  The sun’s

rays cause the ions to form, after which they slowly recombine.  The propagation of radio

waves in the presence of ions is drastically different from propagation in air.  This is why

the ionosphere plays an important role in most modes of propagation.  Ground waves

travel between two limits, the earth and the ionosphere, which acts like a duct.  Since the

duct curves with the earth, the ground wave will follow.  Therefore very long range

propagation is possible using ground waves.
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Ionosphere

Figure 2-12.  Ground wave propagation.

Sky Waves

Radio waves in the LF and MF ranges may also propagate as ground waves, but

suffer significant losses, or are attenuated, particularly at higher frequencies. As the

ground wave mode fades out, a new mode develops, the sky wave.  Sky waves are

reflections from the ionosphere.  While the wave is in the ionosphere, it is strongly bent, or

refracted, ultimately back to the ground. From a long distance away this appears as a

reflection.  Long ranges are possible in this mode also, up to hundreds of miles.  Sky

waves in this frequency band are usually only possible at night, when the concentration of

ions is not too great since the ionosphere also tends to attenuate the signal.  However, at

night, there are just enough ions to reflect the wave but not reduce its power too much.
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Space waves

Sky Waves

Ionosphere

Figure 2-13.  Sky wave propagation.

The HF band operates almost exclusively with sky waves.  The higher frequencies

have less attenuation and less refraction in the ionosphere as compared to MF.  At the

high end, the waves completely penetrate the ionosphere and become space waves.  At the

low end, they are always reflected.  The HF band operates with both these effects almost

all of the time.  The characteristics of the sky wave propagation depend on the conditions

in the ionosphere, which in turn are dependent on the activity of the sun.

The ionosphere has several well-defined regions as shown in Figure 2-14.
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Figure 2-14.  Regions of the ionosphere.
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D-region: about 75-95 km.  Relatively weak ionization.  Responsible for strong absorption

of MF during daylight

E-region:  95-150 km.  An important player in ionospheric scattering of VHF.

F-region:  150-400 km.   Has separate F1 and F2 layers during the day.  The strongest

concentration of ions.  Responsible for reflection of HF radio waves.

Since the propagation characteristics depend on frequency, several key frequencies

can de defined.

Critical frequency

    Critical frequency is the minimum frequency that will penetrate the ionosphere at

vertical incidence.  The critical frequency increases during the daylight and decrease at

night.  At other angles, the wave will be reflected back.  At frequencies above the critical

frequency, some range of waves from vertical incidence and down will become space

waves.  This will cause a gap in coverage on the ground known as a skip zone.  In Figure

2-13, the skip zone extends to about 1400 miles.  The transmitted frequency is 5 MHz and

the critical frequency is 3 MHz.

Maximum Useable Frequency (MUF)

   Maximum useable frequency is defined for two stations.  It is the maximum frequency

that will reflect back to the receiving station from the transmitter.  When the frequency

exceeds the MUF, the wave will completely penetrate the ionosphere and become a space

wave.   When the frequency equals the MUF, the skip zone extends to just short of the

receiver. In Figure 2-13, the MUF for a receiver at 1400 miles is 5 MHz.

Lowest Useable Frequency (LUF)

 The lowest useable frequency is again defined only between two stations.  If the

frequency is too low, the signal will be attenuated before it can be reflected.  The LUF

increases with sunlight and is a maximum near noon.

Optimum Frequency for Traffic (OFT)

For two stations, taking into account the exact conditions in the ionosphere, there will be

the perfect frequency that gives the strongest signal.  This can be predicted by powerful
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modeling programs and is the best guarantee of success in HF.  This frequency is called

the optimum frequency for traffic.  Because the ionosphere is affected by exposure to

sunlight, there is a diurnal variation in propagation.  The diurnal variation in HF

propagation is characterized by a simple rule-of-thumb, OFT follows the sun.  For

example, at noon the OFT is generally higher than at night.

Line of Sight

In the VHF band and up, the propagation tends to straighten out into line-of-sight (LOS)

waves.  However the frequency is still low enough for some significant effects.

Ionospheric scatter

 In this mode, the signal is scattered in all directions by the E-region of the

ionosphere.  Some of the energy makes its way back to the earth’s surface and can be

received effectively up to ranges of 600-1000 miles.

Ionosphere

Figure 2-15.  Ionospheric scatter propagation.

Tropospheric scatter

  In this mode, the wave is again scattered, but this time, by the air (troposphere) itself.

This is similar to how light is scattering from fog.  Tropospheric scatter is a strong

function of the weather but often can produce good propagation at ranges up to 400

miles.
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Ionosphere

Figure 2-16.  Tropospheric scatter propagation.

Tropospheric ducting

 Electromagnetic waves travel slower in cold dense air than in warm air.  Whenever

inversion conditions exist, the wave is naturally bent back to the ground.  When the

refraction from the inversion matches the curvature of the earth, long ranges can be

achieved.  The wave acts like it is trapped in a duct just above the surface of the earth.

This ducting always occurs to some extent and improves the range over the true line-of-

sight by about ten percent.

Maximum range for LOS propagation

Beyond VHF, all the propagation is line-of-sight.  Excluding space waves,

communications at these frequencies are limited by the earth’s horizon.  The LOS range

can be found from the height of the transmitting and receiving antennas by:

R h ht R= +17 17

Where ht and hr are the heights of the antennas in meters, and R will be in km (the

conversion factor is already taken into account in the factor 17).  This range is slightly

larger than the visual horizon, which can be found by a similar formula, using a factor of

13 instead of 17.  The difference is due to ducting.
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 Chapter 3  

Communication Systems

Figure 3-1. The Joint Maritime Communications System (JMCOMS) and Information Technology 21

(IT-21) are two implementation strategies which will leverage commercial technologies to achieve the

COPERNICUS vision. JMCOMS will improve communication bandwidth utilization whereas IT-21 will

install an integrated communications suite at shore sites and on ships at sea.

Modern weapons systems use a wide variety of components, all of which must

share information.  For example, a search radar passes detection information into display

subsystems.  That same information is also passed to a fire control computer which begins

to track the new target.  If the target will eventually be engaged with weapons, the fire

control computer must send vital launch parameters to the weapons delivery subsystem.

You get the idea.  This passing of information is called communications and is a vital part

of any weapons system.  Improvements in the communication capability of weapons

systems are probably the most limiting factor in increasing performance today.  Therefore,

the study of weapons systems must include some detail on communications.

Basic Components

In keeping with an overall systems approach, we first study communications subsystems

by looking at a functional block diagram, shown in Figure 3-2.  Communications passes

information from one point to another and, many things may happen to the information

that improve the performance of the overall system.
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Transmitter Receiver

Information
Signal

Information
SignalTransmission

Channel

Figure 3-2.  Communications system.

Transmitter

The transmitter takes in the information signal in its original form and modifies the

signal for transmission.  This may involve changing the basic energy form, like converting

acoustic waves from speech into electromagnetic waves.  Devices that change the energy

form are known as transducers.  The new information signal is often combined on a

carrier signal, which has desirable propagation characteristics.  The process of impressing

the information signal onto a carrier is known as modulation.  The carrier signal can also

be used to uniquely identify the information signal when using a common transmission

channel (known as multiplexing).  Lastly, the transmitter often increases the power of the

signal so that it may be transmitted over great distances.

The Transmission Channel

The transmission channel transports the signal.  The waves may travel through the

air, like radio waves and speech, or underwater.  The channel may be an electrical wire,

like a telephone line.  Other examples are fiber-optic cables, coaxial lines, and waveguides.

The physical characteristics of the channel often impose limitations on its use, like the

maximum number of signals a channel may multiplex.  This will be discussed in detail later.

There are two basic parameters that apply to  transmission channels: transmit/receive

capability and transmission band.

Transmit/Receive Capability

Some transmission channels only operate in one direction.  This is called the

simplex mode.  An example is FM radio which you can receive only.  If it can support

transmit and receive, but not at the same time, then the channel is called half-duplex.  An

example is VHF marine-band radio, or “walkie-talkie” communications.  The operator

must push the transmit button when to talk, and cannot listen during transmission.  The

capability to transmit and receive simultaneously is called full-duplex.  An example is the

public switched telephone system.
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Transmission Band

The transmission band is the range of frequencies over which the channel operates.

In some cases, the frequencies are allocated.  For example, broadcast radio and TV

transmit over prescribed frequency bands.  In other cases, the physical limitations of the

channel impose operating restrictions.  Cable TV uses a dedicated coaxial line ( which can

efficiently pass signals in the range from 0 to 1 GHz.  Beyond 1 GHz, the signal losses

become too great for practical use.  A parameter that is related to the band is the range of

frequencies, called the bandwidth.  For example, the AM radio band is 540 to 1700 kHz,

and therefore has a bandwidth of 1160 kHz.

The Receiver

 The receiver selects the desired signal from the channel and then recovers the

information from it.  When the signal has been transmitted using a carrier signal for

multiplexing, the receiver uses the carrier frequency to selectively extract the desired

signal from all the other signals occupying the same channel.  The circuitry that performs

this function is a tuner.  The tuner allows only a relatively small range of frequencies to

enter the receiver, and therefore is called a band-pass filter.  The ability of the receiver to

select only the desired band of frequencies is known as the receiver selectivity and is often

expressed as a fraction of the carrier frequency.  For example, a receiver with 2%

selectivity tuned to a center (carrier) frequency of 155 MHz will only pass frequencies

from 151.9 to 158.1 MHz.  The receiver must also undo whatever signal processing that

was done by the transmitter, or demodulate the signal.  Lastly, the receiver amplifies the

signal and outputs it in its original form.

Modulation

The process of encoding information is known as modulation.  This is

accomplished by the systematic variation of one or more parameters of a wave in direct

correspondence with the information to be transmitted.   The simple sine wave has three

independent parameters: amplitude, frequency and phase.  The information signal may be

used to vary any one of these parameters.  The basic sine wave before it is modulated is

called the carrier wave.
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Noise

Ideally, any communication system would transmit the required signals and nothing

more.  Likewise, the receiver would collect only the transmitted signal.  However, we all

know this is not the case.  A random signal, called noise, enters the process and degrades

the performance of the system. The are two types of noise: broadband and narrowband.

Broadband (White) Noise

This is a truly random signal that has no particular association with any frequency.

On average, the noise is distributed evenly over all frequencies.  Of course, at any one

time, the noise may be stronger at a particular frequency, but the temporal variations will

average out to be equal.  The source of white noise can be any component in the system

that is subject to statistical variations. All electronic components are subject to statistical

variations associated with thermal motion of electrons at room temperature.  Generally,

the greater the temperature, the greater the amount of white noise.
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Figure 3-3. White noise.

Narrowband (Interference) Noise
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This is noise at or around a particular frequency.  This usually is associated with a
specific source.  Narrowband noise is synonymous with interference.  The amount of
interference depends greatly on the frequency.  In some frequency bands, there is a great
deal of interference.  For example, there are usually many radios operating at the same
time in the marine radio band.  In other frequency bands, there may be very little
interference.
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Figure 3-4.  Interference.

Signal-to-Noise Ratio

Since we expect that noise will generally be present in any process, the way to
describe a signal level should not be on an absolute scale of power, but on a relative scale
compared to the noise.  The signal-to-noise ratio, or S/N for short, is the appropriate
measure.  If the S/N is large, the signal will clearly distinguish itself from the noise.  On
the other hand, a low S/N will hide the signal in the noise.

The signal-to-noise ratio can be expressed either as a pure number or in decibels
(dB).  Decibels are often used when there will be a large variation in numbers.  These are
equivalent expressions and engineers freely switch between the two, which can be
confusing.  For our purposes, the symbols will also indicate which is used:

S/N = signal-to-noise ratio as a number,

SNR = signal-to-noise ratio in decibels.

You may convert between the two forms by using:
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SNR = 10 Log (S/N)

S/N = 10SNR/10

How much signal-to-noise ratio is required depends on the system.  For ordinary

cases, you may assume that SNR=0 dB( and therefore S/N = 1) is sufficient.  However,

there are some cases where the SNR may be as low as -10 or -15 dB.  This happens when

the signal has strong frequency component and the noise does not (white noise).  Then the

signal may be entirely obscured in the time domain, but can easily be picked out in the

frequency domain.  This is one of the greatest advantages of spectrum analysis. Figure 3-5

is an example that shows how a signal with SNR = -15 dB can be extracted from the

noise.

S
i
g
n
a
l
 
a
m
p
l
i
t
u
d
e
 
(
v
o
l
t
s
)

Time (seconds)

0 1

P
o
w
e
r
 
d
e
n
s
i
t
y
 
(
W
a
t
t
s
/
H
z
)

Frequency (Hz)

TIME DOMAIN FREQUENCY DOMAIN

0 5010 20 30 40

Figure 3-5.  Negative 15 dB SNR signal at 8 Hz.
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 Chapter 4  

Analog Modulation

A communication system transmits information by encoding the information into a
propagating wave of energy. In order to understand the wide variety of actual systems, it
is necessary to study specific cases.  Here, we take up the study of analog systems.  In
contrast to digital systems like computers, these systems involve continuous parameters.
A typical analog signal might be the voltage in a circuit.  We assume that it may have any
value within a certain range, and that the precision is only limited by the accuracy with
which we can measure it.  In an AC circuit, the voltage is continuously and smoothly
varying from its peak-to-peak value, and should be considered our prototypical analog
signal.
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Figure 4-2.  An analog signal.

Figure 4-1.  Typical High Frequency Transceiver.
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This signal has information we desire to transfer from one location to another.  In a purely

analog system, we will use this signal to systematically vary one of the parameters of a

sine wave, known as the carrier wave.  From the chapter on communications, you will

recall that there are three possible parameters which we may vary and therefore there are

three types of analog modulation.  They are:

1. Amplitude modulation (AM)

2. Frequency Modulation (FM), and

3. Phase Modulation (PM).

Note: PM may be an unfamiliar term but is commonly used. The characteristics of PM are very similar

to FM and so the terms are often used interchangeably.

Amplitude Modulation (AM)

Amplitude modulation is the simplest of the three types to understand. The

transmitter uses the information signal, which we write as a function of time, Vinfo(t), to

vary the amplitude of the carrier, Vc(t), in order to produce the amplitude modulated

signal, VAM(t). Here are the three signals in mathematical form, where the following

symbols have been introduced:

fc: the carrier wave frequency [Hz]

Vco: the amplitude of the carrier wave [volts]

Vinfo(t): the information signal as a function of time [volts]

t:  time [seconds]

VAM(t):  the composite amplitude modulated signal [volts].

We now will construct a sample amplitude modulated signal, using the example

signal in figure 4-2.  The signal will be applied to a carrier wave that has the form depicted

in figure 4-3.
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Figure 4-3.    The carrier wave.

The mathematical representation of the carrier is Vc(t) = Vco sin(2π fc t).  This example has
a carrier frequency of 32 Hz.  The information signal is used to systematically vary the
amplitude of the carrier wave.  We replace the amplitude, Vco, by the new expression Vco +
Vinfo(t) to get

VAM(t) = { Vco + Vinfo(t) } sin(2π fc t).

The modified carrier wave now becomes the AM signal, illustrated below.
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Figure 4-4.  The AM signal.

It is easy to understand the shape of the AM signal.  The information signal has
become the enveloped the carrier wave.  The shape of the top border of the envelop is the
same as the information signal, but displaced upwards.  Likewise, the bottom border is the
mirror image of the top, and also has the information signal in it.

The amplitude term of the original carrier wave has been replaced with the combination of
the original amplitude plus the information signal. The amount, or degree, of modulation
depends on the amplitude of the information signal relative to the carrier. The ratio of the
maximum information signal amplitude to the amplitude of the carrier is defined as the
modulation index, m.

m ≡ MAX{Vinfo(t)}/Vco.
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If the information signal itself is also a simple sine wave with amplitude V0 then the
modulation index has a simple form, namely  m = V0/Vco.

The interpretation of the modulation index should be the fraction of the original

carrier amplitude that it is modulated by. If m = 0.5, the carrier amplitude varies by 50%

above and below its original value. If m = 1, then the carrier amplitude varies by 100%. In

the sample AM signal we constructed, the modulation index was nearly 1.0 as evidenced

by the fact the carrier signal at times is  driven to nearly zero.

An AM system

This is how a AM transmitter works:

The information signal (from the talking head) originates as an acoustic wave propagating

in the air from the person to the microphone. The microphone converts it into an

electromagnetic wave, traveling along wires in the transmitter circuitry.  A component that

changes the form of the wave is generically called a transducer.  The mixer creates the AM

signal by combining the information and carrier as described above.  Both the time and

frequency domain pictures are shown on the wire leading to the amplifier, which boosts

the signal for transmission into the air from the antenna.

Figure 4-5.  AM transmitter block diagram.
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The signal is collected by another antenna and boosted again by a pre-amplifier before

processing.  The demodulator detects the information signal by picking off the envelope

from the complete AM signal.  The information is boosted and then converted back into

an acoustic wave by the speaker.

The AM Spectrum

Bandwidth

The frequency domain representation (spectrum) of a typical amplitude modulated

signal looks like this:
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Figure 4-7.  AM spectrum.

The large spike in the center corresponds to the carrier frequency, which in this case is 32

Hz.  Located symmetrically on either side is a smaller piece of a spectrum that

corresponds to the information signal.  These two pieces are called side-bands because

they appear on both sides of the carrier.  The shape of the side-band spectrum is identical

to what the spectrum of the information signal is alone.  The side-band to the right, which

Figure 4-6.  AM receiver block diagram.
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is referred to as the upper side-band (USB) is the same but translated up in frequency by

an amount exactly equal to the modulation frequency.  The lower side-band (LSB) is a

mirror image of the USB.

The entire signal is contained within a range of frequencies.  In this example, the

signal has frequencies in the range of 20-44 Hz. The difference between the upper and

lower extent of the signal is called the bandwidth, which in this case is 24 Hz.  The

bandwidth of a signal turns out to be a critical parameter for multiplexing, which is the

process of sending multiple independent signals through the same transmission channel.
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Figure 4-8.  Bandwidth of AM signal.

The bandwidth of an AM signal is determined solely by the bandwidth the

information signal.  The bandwidth of the information signal in turn is identical with the

maximum frequency component it contains, which we give the symbol fm.   Since the

information signal is added symmetrically to the carrier, the AM signal is twice as wide as

the information signal.  The bandwidth of an AM signal can be predicted by:

where it is understood the fm is the maximum significant frequency component of the

information signal.

BWAM = 2 fm
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 Examples:  Audio signals.
The voice and music heard on AM radio begin as acoustic waves.  These signals

have frequencies in the audio range, meaning anywhere from 20 to 20,000 Hz.  If these
signals were broadcast in their entirety, then the AM bandwidth would be 40 kHz.  In
practice, however, the strongest components of voice and music are in the range of 300 to
3000 Hz.  The power falls off rapidly beyond this range.  In order to minimize the
bandwidth of the signals, AM radio stations limit the maximum information signal
frequency to 5,000 Hz.  Thus the transmitted bandwidth is only 10 kHz.  Telephone
systems use up to 3000 Hz with a bandwidth of 6 kHz.
As discussed previously, the higher frequency components are usually associated with
harmonics, which tend to give music a more complete and complex sound.  When they are
removed, the nature of the sound is altered.  Although it remains intelligible, it will not be
a faithful reproduction of the original.  Systems, which maintain the full signal, are known
as high-fidelity.  AM radio is definitely not high-fidelity which can be confirmed quickly
by listening to any station.  You may already know that FM radio sounds better and the
reason is that the audio spectrum is only limited above 15 kHz instead of 5kHz.

Efficiency

Another striking feature of the typical AM spectrum is that the carrier frequency

has a much greater power level than the side-bands. In order to quantify this observation

we define the efficiency, given the symbol η, of the signal:

efficiency = power of all side-bands/total power

where:

PSB = the power in all the side-bands

PTOT = the total transmitted power (includes carrier and side-bands)

Example calculation.

Looking at the sample AM spectrum, we measure the following values:

PSB = 2 x (0.3 + 0.5 + 0.3) = 2.2 (The factor of 2 is for the two side-bands)

PTOT = 10 + 2.2 = 12.2  (carrier + side-bands)

η = 2.2/12.2 = 0.18 = 18%.

The more strongly the carrier is modulated, the more power that will be put into

the side-bands. We have already seen that the modulation index, m is the measure of how

η ≡ PSB/PTOT
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strongly the carrier is modulated. If m = 0.5, the carrier amplitude varies by up to 50% of

its original value. It stands to reason then, that if the modulation index is increased, that

the efficiency should also increase. It would also stand to reason that you should use the

largest value of modulation index, m, as possible in order to have the greatest efficiency.

However, we have not addressed the meaning of modulating by more than 100% (m=

1.0).  It is possible to modulate by more than 100%. Here is a representative signal using

m = 2.0:

0 0.2 0.4 0.6 0.8 1

time

-3

-2

-1

0

1

2

3

volts

Figure 4-9.  AM signal with m = 2.

By all appearances, this is very successful.  In fact, there is no problem at all when

transmitting this signal, but there will be trouble at the receiver. The process of

demodulation usually involves detecting the envelope of the AM signal. This may easily be

accomplished by using a low-frequency filter (like a capacitor) which will remove the

quickly oscillating carrier signal, leaving only the slowly-varying amplitude which is the

information signal. But in the case where m=2, the envelope no longer matches what was

put in (recall that we started with a simple single tone). This is what we started with:
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Figure 4-10.  Input.

But after demodulation in the receiver, we have this:
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Figure 4-11.  Output.

What you see is the addition of a higher frequency component (a harmonic) to the original

signal. This is not seen in the transmitted signal but is introduced by the receiver.  Since

we did not get back what was put in, this is known as distortion and is caused by

attempting to operate the system at too great a modulation index, or over-modulating.

The distortion introduced by over-modulation begins when the modulation index,

m, exceeds 1.  Therefore, this sets a practical limit on m and in turn on the maximum

achievable efficiency.  The maximum efficiency occurs when m = 1.  The value of

efficiency at m=1 is 33%.  Therefore, the maximum efficiency of any AM system is 33%
and is limited by the introduction of distortion in the demodulating process.
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Frequency Modulation (FM)

In frequency modulation, the information signal is used to systematically change

the instantaneous carrier wave frequency.  The complete FM signal is of the form:

VFM(t) = Vco sin{2π(fc + finfo(t))}

where the notation finfo(t) is the information signal suitably converted to have dimensions

of frequency.  A representative signal would look like this:

Figure 4-12.  FM signal

The amplitude is relatively constant.  The spectrum is more complicated than the AM

case.  Here’s an idealized version where the information signal has a single frequency

component:

Figure 4-13.  FM spectrum.
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The term ∆f is called the peak frequency deviation, and in our notation it is the maximum

magnitude (or amplitude) of finfo(t).  Compared to the AM signal, the side-band contains

several frequency components at regular intervals.  These are harmonics of the information

frequency.  The number of harmonics depends on the peak frequency deviation, ∆f.

The frequency modulation index, given the symbol β (beta) is defined by

where fm has the same meaning as in AM, namely the maximum significant frequency

component in the information signal.  Of course, if you have only a single frequency then it

is identical to the information frequency.  If everything works out in integers, then there

should be β+1 frequency components in each side-band.

Bandwidth of FM

Given the above discussion, the bandwidth of the idealized FM signal is 2(β+1)fm.
This also holds for more complicated signals with a few words of caution, fm is to be
interpreted as the maximum significant frequency component in the information signal.
The bandwidth of the FM signal measures only the portion of the spectrum where there is
a relatively large amount of power.  The harmonics we discussed earlier actually extend on
either side indefinitely, but with exponentially decreasing amplitude.  Eventually these
side-band harmonics will be lost in the background white noise and will be irrelevant. So
to reiterate, the bandwidth in a FM signal may be predicted by

BW  =  2( +1)fFM mβ

Example:  FM radio

A typical FM radio station might use a modulation index of 5.  Recall from the earlier

example that the commercial FM broadcast uses a maximum audio frequency of 15 kHz.

Therefore we would expect the FM radio signal to have a bandwidth of

BW = 2 (5+1) 15 kHz = 180 kHz ≈ 0.2 MHz.

This estimate turns out to be accurate but incomplete since we have neglected the stereo

broadcast feature.  In practice there are two audio signals broadcast on either side of a 19

β ≡ ∆f/fm
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kHz sub-carrier, making the maximum information frequency 53 kHz.  By reducing the

modulation index to near 1, this signal still occupies less than 200 kHz bandwidth.  You

may verify that this is the spacing between possible station carriers on your radio (if it is

digital).

Immunity to Static

FM systems have a great advantage in performance over AM systems when it

comes to picking up noise. Of course, the FM signal just like the AM signal must exceed

the background noise in order to be received.  But sometimes, the random variations in

noise get into the demodulation process and are added to the information signal as static.

These random variations are in the amplitude of the noise component and therefore are

easily picked up by the AM system.  On the other hand, the FM system works at a fixed

amplitude, and therefore is immune to these variations.  In order for the FM system to

pick it up, the noise would have to have a narrowband component that randomly varied in

frequency. This is highly unlikely to happen randomly or even in interference from man-

made sources so FM is immune or “static free.”  On the other hand your AM radio will

pick up noise from your car’s ignition system, overhead power lines and many other

sources.

Phase Modulation (PM)

The third parameter of the carrier wave that may be varied proportionally to the

information signal is the phase.  Phase modulation is very similar to frequency modulation,

but not identical to it. In fact many so-called FM systems actually use phase modulation to

encode the information and then apply some additional processing to make the signal true

FM.  Since the signals are closely related, we apply all of the features of FM discussed in

the previous section. In particular, PM signals will have similar spectra and noise immunity

to static.  The following construction should help illustrate the close similarity between

these types of modulation.

First, consider a wave that is shifted in phase by +900 after exactly one cycle.  The

effective period of the wave has been shortened, and if the new wave is extended

backwards, you find that the new period is ¾ of the original period.  Thus the frequency,

as defined by the reciprocal of the period, has been increased by 4/3.  Overall, the change

in phase has altered the apparent frequency.
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Phase
Shift of
900

Figure 4-14.  Discrete phase shift after one cycle.

New
frequency
is higher

Figure 4-15.  Effective change in frequency.

 Single Side-band (SSB)

Recall in the discussion of AM that there are two identical side-bands, designated

USB and LSB.  Since each side-band contains a copy of the information signal spectrum,

it is possible to obtain the complete information signal from either.  In other words, the

two side-bands are redundant.  This is also true in FM and PM systems.  You may also

note that the factor of two in the bandwidth prediction formulae in both cases comes from

this redundancy.  Single side-band is a technique that eliminates the extra side-band.

In the transmitting system, the unnecessary side-band can be removed by a band-

pass filter.  This filter only passes frequency components that fall within a specific range to

continue to the amplifier for broadcast.  If the band is chosen correctly, one of the side-

bands can be removed.
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You will also note in this diagram that the filter has eliminated the carrier.  This process is

called carrier-suppressed SSB.  The transmitted signal now only has one-half of the

bandwidth compared to the original signal.

The receiver cannot process the new signal in the usual manner, however.  In fact,

the receiver must restore the signal to its original condition.  This is accomplished by

introducing a local carrier (local oscillator).  Then the signal can be treated normally.  The

local oscillator must be capable of restoring all possible carriers that the receiver can

detect, therefore it must be tunable over the same range.

There are two equipment changes in order for SSB to work.

1. A band-pass filter must be added to the transmitter before broadcast.

2. A local oscillator must be added to the receiver before demodulation.

There are several benefits of SSB processing.  First the bandwidth is reduced.

This will make more channels available, which will be explained fully in the chapter on

multiplexing.  Secondly, if the carrier is suppressed, the signal efficiency will be

Figure 4-16.  SSB transmitter.

Figure 4-17.  SSB receiver.
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increased dramatically.   Recall that in AM the efficiency was limited to about 33%.  SSB

efficiencies approach 100% (as defined by the spectrum).  Lastly, in conventional AM, the

carrier signal is always present regardless of the information signal.  This wastes power

and provides a beacon for direction-finding equipment to locate the transmitter.  SSB

requires less power for transmission and is more covert, because nothing is transmitted

unless the information signal is present.
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 Chapter 5  

Computer Basics

Figure 5-1. Network Centric Warfare: The Navy is shifting from platform-centric to network-centric

warfare. This is warfare, which derives its power from the networking of a well-informed but

geographically- dispersed force. The enabling elements are a highly webbed information service, access to

all appropriate information sources, weapons reach with precision and speed of response, and

value-adding command-and-control processes.   Joint Vision 2010 highlighted the critical role

information plays in the success of military operations. Increased processing power, networking

capabilities and software enhancements will have a dramatic and decisive impact on future warfighting.

Under the Information Technology-21 (IT-21) concept, the Navy is building a

communications-and-networking backbone that will support the rapid exchange of information between

naval and joint platforms.

Computers are found universally in weapons systems.  They retrieve, store,

process and deliver the diverse forms in which information is found in any integrated

combat system.  Raw data from sensors is collected and processed to improve its

usefulness and accuracy.  Solutions to fire control problems are computed using highly

efficient algorithms.  Computer systems are also used to continually check the weapons

system for malfunctions.  The modern weapon system may even be said to be built around

a central computer system is depicted in figure 5-2.
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Figure 5-2.  Modern Combat System.

The Binary Representation

The Binary number system

The internal functioning of the computer requires all signals be converted into

digital signals.  At the innermost levels of the computer architecture, all signals are digital,

and may have only one of two possibilities.  This is known as a binary (base two) system.

To understand how the computer works, we must first study how numbers are represented

to it.  The binary number system is a way of counting using only two numbers, 0 and 1.

By contrast, the number system we are most familiar with (base ten) uses ten numbers

0,1,2,3,4,5,6,7,8 & 9.

It is easiest to start counting in binary and then develop the general representation

of any number.  The first number obviously is “0” and the next is “1.”  For the third

number we cannot use the symbol 2 since that is not one of the choices.  So we add

another digit to our number to keep track of the fact that we already counted to 2 once.

So the next number, corresponding to 2 is “10.”  The pattern is simple and goes like this:
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Base Two (binary) Base Ten

23 22 21 20 101 100

0 0 0 0 0 0

0 0 0 1 0 1

0 0 1 0 0 2

0 0 1 1 0 3

0 1 0 0 0 4

0 1 0 1 0 5

0 1 1 0 0 6

0 1 1 1 0 7

1 0 0 0 0 8

1 0 0 1 0 9

1 0 1 0 1 0

1 0 1 1 1 1

Table 5-1.  Counting with base-two numbers

You could keep on counting and maintain this “secret code” around to decipher numbers,

but it is also possible to decode any arbitrary base-two number, using a simple procedure.

Take the binary number “1010.”  Each digit is a placeholder for powers of two like 1,2,4,

and 8.  In base-ten numbers the digits are placeholders for powers of ten like

1,10,100,1000, etc…  So to decode base-two into base ten, you just have to convert the

placeholders then expand the number.

1010 = 1 x 8 + 0 x 4 + 1 x 2 + 0 x 0

= 8 + 2

= 10.

Try it again for the eight digit number “10110111.”

10110111  = 1 x 27 + 0 x 26 + 1 x 25 + 1 x 24 + 0 x 23 + 1 x 22 + 1 x 21 + 1 x 20

= 128 + 32 + 16 + 4 + 2 + 1

= 183.

This procedure is not important to know in order to use a computer, but it provides some

insight into the capability of them.
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Bits, bytes and words

Each place holder in the binary number is known as a bit.  Computers expect a

fixed number of bits.  Older computers expected combination of eight bits, called a byte.

Since there were eight bits, the number could only range from 0 (00000000) to 255

(11111111).  This gives 256, or 28, possible unique numbers.  As computers have

developed, it has become beneficial to use more bits.  A group of 16 bits is equal to two

bytes at a time.  This is known as a word.  Thirty-two bit machines use double-words (4

bytes).  A sixty-four bit machine uses quad-words (8 bytes).

The more bits in a single number, the more possible unique numbers it can

represent.  As we saw before, the 8 bit number gave 256 combinations. A 64 bit number

has 264 or 1.84 x 1019 unique combinations. The general formula is

N = 2b

where b = the number of place holders (bits) used.

Basic Components

Although a computer system may assume a wide variety of forms, there are some

basic components that are in all systems: the Central Processor Unit (CPU), the memory,

the interconnecting bus and the input/output interface. Figure 5-3 shows how they are

connected schematically.

Bus

CPU Memory Input and Output

Figure 5-3.  Components of computer system.
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Central Processing Unit (CPU)

The CPU performs operations on data.  At the most fundamental level, these are
binary operations. Some elementary binary operations are AND and NOT. Suppose each
bit can have a value of either a 1 or a 0.  The AND operation compares two bits, if they
are both 1’s then it returns a value of 1.  It returns a value of 0 for all other combinations.
The AND operation is shown in Table 5-2 as a truth table.

AND Second bit

First bit 0 1
0 0 0
1 0 1

Table 5-2.  AND operation truth table.

The NOT operation is performed on a single bit and reverses its value.  A 0 bit becomes a
1 and vice versa.  It is possible to construct any binary operation from a combination of
AND and NOT operations.  An example is the OR operation which outputs a 1 if either
bit or both are a 1. Figure 5-4 shows a graphical way to construct the OR operation.

NOT

NOT

NOT

Bit A

Bit B
AND

Figure 5-4.  The OR operation.

The OR operation produces the truth table shown in Table 5-3.

OR Bit B

Bit A 0 1
0 0 1
1 1 1

Table 5-3. OR operation truth table.

 These operations are performed inside the CPU by simple semiconductor circuits.  The
elementary operations are combined to make more complicated logical or arithmetic
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operations. Using even larger combinations of these operations, the CPU can manipulate
data in any way that might be desired.  To illustrate how to make arithmetic operations,
consider how binary addition could be constructed.  You need two results for each digit
you add together, the new digit and a carry bit in the event that two ones are added. The
carry bit is added to the next digit to the left. Table 5-4 is the truth table for binary
addition.

Bit B
Bit A 0 1

0 00 01
1 01 10

Table 5-4.  Binary (bit-wise) addition truth table.

This could be constructed using elementary binary operations as shown in Figure 5-5.

Bit A

Bit B

AND

OR

NAND

AND

Digit

Carry bit

Figure 5-5.  Addition operation.

In a similar manner, one could construct the subtraction operation, and then the

multiplication and division operations.

As we have seen, the number of bits in the representation of a number places an

upper limit on the number that can be represented.  However, some operations may

produce numbers that are out of range.  For example, if two numbers added together and

produce a number that is out of range, the last bit-wise addition would output a carry bit

that had nowhere to go.  This is called an overflow error, since the process has produced

bits outside the size of the representation.
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The operations of the CPU are carried out using three main components: the

control unit, the arithmetic-logic unit, and the internal memory.

♦ The Control Unit.  The control unit manages the overall operation of the CPU.  It

requests the data that is put into the internal memory, and then returns the results of

the operations performed by the arithmetic-logic unit.

 

♦ The Arithmetic-Logic Unit.  This unit performs the basic arithmetic and logic

operations on data.  The data is taken from internal memory and the results returned

there.

 

♦ Internal Memory.  The internal memory is a collection of temporary storage locations,

called registers.  They contain the data which is being used for calculations performed

by the arithmetic-logic unit.  It also contains the address of the next program

instruction to be retrieved by the control unit.

Control unit

Arithmetic
logic unit

Internal
memory

System Bus

Figure 5-6.  Internal components of a CPU.

CPU operational cycle

The basic operation of the CPU involves a three-step cycle:  Fetch, Decode and Execute.

1.  Fetch: the control unit obtains the next program instruction and stores it in temporary
memory.

2.  Decode:  the instruction is interpreted and any other necessary data is collected.
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3.  Execute:  the instruction is carried out by the arithmetic unit and the result is stored in
internal memory.

Bus

All of the components in a computer system are interconnected by groups of wires,
called busses.  A typical system bus is divided into three internal busses, a control bus, an
address bus and a data bus.  A separate connecting wire is needed for each bit to be
transferred at a time. The number of bits that can be simultaneously transferred, which
corresponds to the number of wires, is the bus width. A bus width of 1 is also called a
serial bus.  A bus that can pass several bits simultaneously is called a parallel bus.  Each
internal bus may have a different width as required for its operation.  For example, the
address bus might be 32-bits wide, and the data bus could be 64-bits wide.   In the case of
the address bus, the bus width limits the number of unique storage locations that can be
accessed.  The 32-bit wide address bus can access about 4.3 billion different storage
locations.

CPU Memory Input and Output

Address bus

Data bus

Control bus

Figure 5-7.  Busses.

The bus usually works on a four or more stage cycle:

1.  the location of the stored data is placed on the address bus;

2.  the address is latched in the memory (latched means to be stored in a temporary

register);

3.  the data is retrieved by the memory and placed on the data bus; and

4.  the data is latched to the CPU.
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CPU Memory

Address bus

Step 4

Step 1

Step 3

Step 2
Data bus

Figure 5-8.  Four-step bus cycle.

A clock controls the timing of the bus.  The steps of the bus cycle occur at regular

intervals that are set by this clock, called clock cycles.  The clock cycle can be calculated if

the bus frequency is known.  For example, a 50 MHz bus frequency means there are 50

million clock cycles per second or 1 clock cycle every 20 ns.  The clock cycle and width of

the bus determine the maximum rate, R, at which data can be transferred:

R = frequency x width.

R has units of bits per second, bps.  For example, suppose the bus clock operates at 66

MHz and the data bus is 64 bits wide.  The maximum data rate,

R = 66 x 106 x 64, or
R =  4.2 x 109 bps.

Memory

To perform calculations, the CPU stores data and records results in its own internal

memory. Other data and programs are stored in bulk memory.   This memory is external to

the CPU and connected to it by a bus.  It has a much greater capacity than the internal

memory, but takes longer to access.  External memory systems have several properties

that affect their performance.
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Read/Write Capability

If the system can only retrieve data from memory, then it is called ROM, for read-only

memory.  This memory is originally programmed either by UV light (EPROM) or by

voltage (EEPROM).  If the system can retrieve and change the data in memory, then it is

called RAM for random-access memory.

Volatility

Volatility is whether or not the memory will persist without constant refreshing.  Memory

that does not require refreshing is known as static.   Random access memory of this type is

called SRAM.  Static memory will persist even after the power has been turned off.

Dynamic memory, on the other hand, requires constant refreshing or it will be lost.

Random access memory of this type is known as DRAM.  Dynamic memory requires

power and maintenance time that degrades the system performance.  However, it is often

used because of its cost and size advantage.

Access time

Access time is  how long it takes the system to retrieve a piece of data after it has been

requested.  Static memory has a shorter access time than dynamic memory because time is

not wasted refreshing the data. For example, SRAM typically has an access time of 10 ns,

while DRAM has an access time of 50 ns. If the access time is greater than the clock

cycle, the bus controller must add steps to its operational cycle known as wait states.

Nothing happens during these clock cycles while the system waits for the memory to

respond.

Capacity

This is how much data that can be stored, and is measured in bytes.  For example, 8

Mbytes of memory can store 8 million bytes of data, or 64 million bits.

Transfer mode

In the standard operational cycle, each piece of data is retrieved by individual request.

This requires a minimum of four clock cycles.  It is faster to acquire the data in blocks,

meaning several sequential storage locations in a row.  This can be used to remove

unnecessary cycles from the minimum 4 step cycle, since a separate address needs to be

sent for each piece of data.  There are many implementations of this type of strategy.
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Some soon-to-be obsolete examples are:  fast-paged, which takes 3 or 4 cycles after first

request for each piece of data in the block; EDO, which takes as few as 2 cycles; and

SDRAM (synchronous DRAM), which can take a single cycle to retrieve block data after

the first request.

Cache memory

A cache is a high-speed (low access time, usually SRAM) memory system with a limited

capacity. The system uses the cache to store frequently accessed data, where it can

retrieved more quickly than from the bulk storage. When retrieving data, the system

checks the cache first to see if its there, and then goes to the bulk storage if required.

Since some data is constantly being requested, storing it in cache memory will reduce the

time it takes to retrieve it and therefore improve the system performance.

Input and Output (I/O)

The work done by a computer would be worthless if there were no way to acquire

data or display the results.  These are known as input/output (I/O) functions.   The I/O

system allows the computer to communicate with a wide variety of external devices.

Common examples include monitors, modems, hard disks memory, and CD-ROM.  For

weapons systems, the I/O provides the interface between the computer and the sensors,

operators, and weapons delivery subsystems.

The issues for I/O are quite different from those internal to the computer. Internal

systems are designed to be compatible with the structure and format of the CPU. On the

other hand, I/O signals originate and terminate in a wide variety of disparate forms.

Therefore an essential part of the interface is the conversion of the signal into a format

compatible for use with the CPU.

Many I/O systems are connected to the computer by a serial port, meaning the data

is transferred by a single-bit bus.  The typical serial transfer is also asynchronous, meaning

there is no pre-arranged timing between the CPU and the I/O device.  For input, the

device must first send a start signal that gives the CPU a warning that data is coming.

Then the data can be sent in a block, followed by stop signal.  In synchronous transfer, by

comparison, the two systems keep a common timing between them.  The data can be sent

using the pre-established timing between the computer and the I/O port.  Synchronous

transfer is generally faster than asynchronous, primarily because start and stop signals are

not required.  Asynchronous systems have the advantage that system resources are not

required when no transfer is taking place.
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Figure 5-9.  Asynchronous serial transfer.
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Figure 6-1. The Joint Vision C4I For The Warrior (C4IFTW) challenged the services to develop “a global

C4I system that satisfies the total information requirements of warriors when they fight as a team with a

common mission.” For the Navy and Marine Corps, the challenge of C4IFTW became a key element in

the development of our Naval vision for the future, known as COPERNICUS. This common vision enables

the Navy and Marine Corps to adapt, evolve, and fully integrate their command and control,

communications, computers, intelligence, surveillance and reconnaissance (C4ISR) capabilities to conduct

joint naval expeditionary force operations in the 21st century.  COPERNICUS enables Navy C4ISR

development and implementation, such as the Global Command and Control System (GCCS), Global

Command Support System, Defense Information Systems Network, and the Marine Air-Ground Task

Force C4I (MAGTF C4I).

A communications system may be digital either by the nature of the information

(data), or by the nature of the signals that are transmitted.  If either the data or the signal is

digital, then it is called a digital communications system.  There are four possible

combinations of data and signal: analog data with an analog signal; digital data with an

analog signal; analog data with a digital signal; and digital data with a digital signal.  The

first case was discussed in the chapter four, Analog Modulation.  In this chapter, we

discuss the remaining three combinations.
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Digital Data with Analog Signals

This method is used to send computer data over transmission channels that require

analog signals, such as fiber optic networks, modems, cellular phone networks, and

satellite systems.  In each of these systems, an electromagnetic carrier wave is used to

carry the information over the great distances between stations.  The digital data is used to

modulate one or more of the parameters of the carrier wave. This basic process is given

the name “shift-keying” to differentiate it from the analog systems like amplitude and

frequency modulation. Again, there are three parameters of the carrier wave which may be

varied and therefore three basic types of shift-keying, Amplitude Shift-Keying, Frequency

Shift-Keying, and Phase Shift-Keying.

Amplitude Shift-Keying (ASK)

In amplitude shift keying, the carrier wave amplitude is changed between discrete

levels in accordance with the data. A typical ASK using two possible levels, called binary

ASK, or BASK is shown in Figure 6-2.
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Figure 6-2.  BASK signal.

The data to be transmitted is the binary number 1011.  Two amplitudes are used to

directly represent the data, either 0 or 1. The signal is divided into four pulses of equal

duration, each of which represents a single bit of the data.
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Frequency Shift-Keying (FSK)

In frequency shift keying, the carrier frequency can have one of several discrete

values.  If only two frequencies are used then this will be called BFSK, for binary-FSK.

In Figure 6-3, the same data, 1011, is used to modulate the carrier.
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Figure 6-3.  BFSK signal.

Phase Shift-Keying (PSK)

The phase of the carrier wave at the beginning of the pulse can have one of several

discrete values. Figure 6-4 shows the same data used to modulate a carrier using binary

PSK.
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Figure 6-4.  BPSK signal.

M-ary Frequency/Phase Keying

In binary shift-keying, there are two choices for the parameter of the carrier wave

that is varied in accordance with the data. This matches nicely with the binary number

system, which also uses two possibilities for each bit, 0 and 1.  It is possible, however, to
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use more choices than two.  Let the number of possible values for the carrier wave

parameter be given the symbol M.  A signal using 4-ary, quaternary, phase shift-keying

can have four different values for the phase 0, 90, 180, and 270  degrees. Each pulse can

represent four choices.  This corresponds to two bits of data, since 22 = 4.  Quaternary

shift-keying can be used either to transmit two independent channels of data, or to send a

single channel at twice the digital data rate, R.  By similar reasoning, 16-ary FSK can be

used to send four channels of data simultaneously.

Amplitude-Phase Keying

This is a method of modulation that uses combinations of amplitude and phase

shift-keying.  For example, if we use two levels of amplitude and two levels of phase

together, there will be a total of four possibilities.  This is just another manifestation of M-

ary shift-keying, with the same result.  The completely general combination of phase and

amplitude shift-keying is called M-ary APK, which is not specific about which parameter

has which number of possibilities.  16-APK may have 2 amplitudes and 8 phases or 4 of

each, it matters little.  The maximum number of independent channels, Nch,  that can be

sent simultaneously using M-ary APK is given by:

Nch = Log2M.

Capacity

The rate at which data can be transferred using a generic type of shift-keying

depends on the rate at which pulses of the carrier can be sent, and the number of bits that

each pulse can represent.  If D is the rate at which the signal level is changed (or pulses are

generated, pps) and L represents the number of bits represented by each pulse, then the

overall digital transmission rate, R, is R = D ×× L ×× Nch .  The pulse rate, D, can be made

higher by limiting the duration of each pulse.

Both means of increasing the digital transmission rate, either by making the pulse

shorter or by increasing the number of channels, have the effect of lowering the signal-to-

noise ratio.  In turn, a lower signal-to-noise ratio will increase the chance of errors in

accurately reproducing the transmitted signal in the receiver.  If the S/N is large, the

probability of error is low and a higher transmission rate can be tolerated.  The signal-to-

noise ratio sets an upper limit on the digital transmission rate. The Hartley-Shannon law

predicts the maximum rate for successful reception as

Rmax = DL Log2 (1 + S/N).
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For the standard case, with S/N = 1 and L=1, then the digital rate is equal to the carrier

rate.  This equation can also be rearranged to calculate the minimum S/N required at the

receiver for successful operation,

S/Nmin = 2R/D - 1

⇒ S/Nmin = M - 1

Example: High definition television (HDTV).

HDTV uses a 6 x 106 pps (6 MHz) carrier rate, L=1 and a 16-ary QSK signal. Find the

digital rate and the S/N required for successful operation at this rate.

R = DL Log2M

R = 6 x 106 Log2(16)

R = 24 x 106 bps

S/Nmin = 2R/D - 1 = 16 - 1

S/Nmin = 15

Minimum Shift Keying (MSK)

This is a technique used to find the minimum variation in a parameter of the carrier

wave.  In BFSK, if the two frequencies are not chosen to be far enough apart, then it will

become impossible to discriminate one level from another.  The condition for the

difference in frequencies, ∆fMSK, such that the two levels can be determined accurately is

∆fMSK = W/2

MSK is considered to be the most efficient way to use a given bandwidth.  It maximizes

the reliability (which is related to S/N) within a given bandwidth.

Analog Data with Digital Signals

A digital signal can be transmitted over a dedicated connection between two or

more users.  In order to transmit analog data, it must first be converted into a digital form.

This process is called sampling, or encoding.  Sampling involves two steps:
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1.  Take measurements at regular sampling intervals , and

2.  Convert the value of the measurement into binary code.

Sampling

The amplitude of a signal is measured at regular intervals.  The interval is

designated as τs, and is called the sample interval.  The sample interval must be chosen to

be short enough that the signal does not change greatly between measurements.  The

sampling rate, which is the inverse of the sample interval should be greater than twice the

highest frequency component of the signal which is being sampled.  This sample rate is

known as the Nyquist frequency.  If you sample at a lower rate, you run the risk of missing

some information, known as aliasing.
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Figure 6-5.  Digital sampling.

Encoding

Once the samples are obtained, they must be encoded into binary.  For a given

number of bits, each sample may take on only a finite number of values.  This limits the

resolution of the sample.  If more bits are used for each sample, then a higher degree of

resolution is obtained.  For example, if the sampling is 8-bit, each sample may only take on

256 different values.  16-bit sampling would give 65,536 unique values for the signal in
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each sample interval.  Higher bit sampling requires more storage for data and requires

more bandwidth to transmit.

Example:  Compact disk.

Audio compact disk stores analog information (music) as a digital signal.  The

amplitude of the music is sampled at a high rate, about 41,000 samples/sec. The highest

frequency component in any audio signal is 20 kHz.  Therefore the Nyquist rate is 40 kHz,

which explains the reason for a sampling rate of 41,000 samples/sec.  Each sample is given

a binary representation using 16 -bits, which gives over 65,000 possible values for the

sample amplitude at any one time.   The signal can take on value from 1 to 65,000  in

arbitrary units (usually voltage).  Power, which goes like voltage squared, can range from

1 to 4.3 x 109 units.   This variation in power is called the dynamic range and is expressed

in decibels.  If we convert 4.3 x 109  into decibels, the dynamic range is 96 dB.

Digital - Digital

We have already discussed how computers use a binary number system to perform

operations. In its simplest form,  digital data is a collection of zeroes and ones, where the

value at any one time is called a bit.  In order for two digital users (like computers) to

communicate there must be an agreement on the format used.  There are several different

ways in which a binary number may be formatted.  This is called pulse code modulation or

PCM.  The most straightforward PCM format is designated as NRZ-L, for non return to

zero level.  In this format, the level directly represents the binary  value: low level = 0,

high level = 1.

L
e
v
e
l

1 0 1 1 0 1Value:

1

0

Figure 6-6.  NRZ-L format of PCM.
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There are many other varieties, which are explained below:

NRZ-M (non-return to zero mark).  1:  no change in level from last pulse.  0:  level
changes from last pulse.

NRZ-S (non-return to zero space).  This is the same as NRZ-M but with the logic levels
reversed.  1:  level changes from last pulse.  0:  no change in level from last pulse.

Bi-Phase-L (bi-phase level).    The level always changes in the middle of the pulse.  1:  level
changes from high to low.  0:  level changes from low to high.

Bi-Phase-M. (bi-phase mark). The level always changes at the beginning of each pulse.   1:
level changes in the  middle of the pulse.  0:  no level change in the middle of the pulse.

Bi-Phase-S (bi-phase space).  This is the same as Bi-Phase-L but with the logic levels
reversed.  1:  no level change in middle of pulse.  0:  level changes in the middle of the
pulse.

DBi-Phase-M (differential bi-phase mark).  The level always changes in the middle of the
pulse. 1:  no level change at beginning of the pulse.  0:  level change at beginning of the
pulse.

DBi-Phase-S (differential bi-phase space).  This is the same as DBi-phase-M but with the
logic levels  reversed.  1:  level change at beginning of the pulse. 0:  no level change at the
beginning of the pulse. Figure 6-7.  PCM formats.

Parity Checksum

It is possible for an error to occur somewhere in the transmission process.  One

way to increase the reliability of  transmitted PCM signals is to add a checksum bit to each

piece of data.  For example, in an eight-bit byte,  seven of the bits can be used for data and

the last reserved for a checksum bit.  In one method, the checksum bit is determined by

parity (meaning  an even or odd number).  In even parity checksums,  a 0 or 1 is added to

make the overall number of ones (including the checksum) even.  In odd parity, a 0 or 1 is

added to make the overall number of ones odd.

Example:  the seven-bit data field is 0100111, which already has an even number of ones.

In even parity, a 0 would be added as the checksum to make 01001110.
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Figure 7-1.  Virtual reality battle director (AFIT Art Gallery by Gene Lehran).

Multiplexing

When multiple signals are sent over a single transmission channel, the process that

keeps the signals from interfering with one another is called multiplexing.  For example,

thousands of  telephone conversations can be carried on the same wire.  There are several

methods that can be used to multiplex signals.

Frequency Domain Multiplexing

In analog modulation, the information signal is used to modulate a carrier wave.

In frequency domain multiplexing, the frequency of the carrier wave is used to separate

signals from one another.  Each signal is given a unique carrier frequency which is chosen

so that adjacent signals do not overlap in frequency.  The carrier frequencies must be

separated by a frequency interval at least as large as the signal bandwidth.  For example,

commercial AM radio stations are separated by 10 kHz, which is the signal bandwidth.
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The multiplexing capacity, which is the maximum number of independent signals that can

be transmitted simultaneously, is limited by both the bandwidth of the signals and the

range of carrier frequencies that can be chosen, called the channel bandwidth.

For broadcasts in air, the channel bandwidth is determined by allocation.  For

example, all AM radio signals must be in the 530-1700 kHz band.   Therefore there are

128 possible carrier frequencies that may be assigned, at 10 kHz intervals.  Likewise FM

radio stations are at 0.2 MHz intervals in the range of 88-108 MHz allowing roughly 100

stations in a local area.  For any system using frequency domain multiplexing, the channel

capacity may be determined by:

channel capacity = available BW/signal BW.

Time Domain Multiplexing

In this method, each signal can occupy the entire channel bandwidth, but is given a

time slot of limited duration, which is available at regular intervals.  This is a common

method for digital signals, so it is natural to talk about the digital rate of transmission,

measured in bits per second or (baud rate).  Theoretically there is no maximum number of

signals that can be multiplexed, but there is a limit on the overall transmission rate.

Suppose we have a digital transmission channel with a capacity of 100 Mbps. If there is

only one user, they could occupy the entire channel and transmit their signal at 100 Mbps.

If there are 20 users, each will only have a transmission rate of 5 Mbps.

Some systems have predetermined time slots which sets a fixed rate for any user.

If the capacity is not filled, the other time slots go empty.  This is the case for synchronous

systems that rely on a fixed timing schedule.  Asynchronous systems (like ATM) can

dynamically allocate capacity as the demand varies. ATM systems have a much better

performance when demand is low, because the few users have the entire bandwidth

available.  However at maximum capacity, the synchronous system is faster because less

space is wasted framing the data (see discussion of input/output in the chapter on

computer basics).

Spread Spectrum Multiplexing

Spread spectrum is a special technique in which every signal occupies the full

bandwidth of the channel simultaneously.  The signals are intentionally spread out in

frequency until their bandwidth matches the channel bandwidth.  The signals overlap

completely in frequency and are distinguished from one another by a special code that is

applied when the signal is spread out.  The signals are increased in bandwidth by mixing
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them with a pseudo-random code, which is a noise-like signal that repeats a unique code

over a very long period.  There are two main advantages to spread spectrum multiplexing.

1)  It reduces the effect of interference.  Recall that interference is narrowband, meaning

strong association with a particular frequency.  By spreading out the power of the signal

over a large range of frequency, the effect of noise at any particular frequency is reduced

accordingly.  Therefore spread spectrum is often used in high interference situations, like

satellite communications or cellular phone networks.  2)  The use of a code makes the

signal inherently secure.  The receiver must know the code to “un-spread” the spectrum

and recover the signal.

Local Area Networks (LAN)

Local area networks link communication system users together within the

immediate vicinity.  An example is the intercom system on an office phone.  The most

obvious example is of course the local computer network.  There are many features about

local networks that are general.

Topology

The way that users, or stations, in a LAN are connected together is called the

topology.  It should be thought of as the schematic diagram of the network.  It does not

necessarily represent the physical interconnections between the stations.  There are four

main topologies:

♦ Star.  This features a central hub to which all the stations are connected.  These are

generally found in a system where the stations are terminals, which are connected to

the central, or main frame, computer.  Star topology uses a significant amount of wire.

If one of the stations is faulty, the overall system is unaffected.

 

♦ Ring.  All of the stations are connected in a closed loop.  The fiber optic network,

FDDI (fiber distributed data interface), uses a ring topology.  Each station must pass

all of the information through it, even if it will not use any of it.

 

♦ Bus.  All of the stations are connected to a common line, called the bus.  The Ethernet

is a common example of the bus topology.  Any signal put on the bus is heard by all

stations.  Individual stations are identified by an address.
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♦ Mesh.  All of the stations have separate connections to every other station.  Signals

may be sent directly, station-to-station, or via one or more other stations.  This

topology is rarely used except for critical connections, usually between central

computer systems.  It requires the most wire and connections.

Protocols

This applies when sending data between stations on any network.  A protocol

defines the rules.  Here are three common ones:

♦ Carrier Sense Multiple Access with Collision Detection (CSMA/CD).  This is used in

bus topologies.  Stations desiring to send data, first must listen to the bus to determine

if another station is already transmitting.  If so, it must wait.  In the unlikely event that

two stations begin to transmit at the same time, a collision will be detected and they

must both stop and try again later.

 

♦ Token ring. This applies to the ring topology.  Signals are identified to particular

stations on the ring by something called a token.  When a particular message is

received by the intended user, a different token is put on the ring to indicate receipt,

and is subsequently taken off by the originating user.

 

♦ Polling.  This is used in the star topology.  The master station which controls the

network, will send a message to each station, in turn, which asks them if there is

anything to transmit.  If so, the operation will be carried out.  If not, the other stations

will be polled until the cycle is complete at which point it will start over.

 

Wide Area Networks (WANs)

When the stations in a network are separated by a significant distance, the physical

connections of a LAN will not work.  In such cases local networks are linked together by

a larger system.

Fixed Wide Area Networks

There are two extensive fixed networks in place in the United States:  the

telephone system and cable TV.  Fiber optic systems are generally replacing the backbone

of the telephone system, but most household connections use simple telephone wire. Both

these fixed networks can serve many purposes.  The telephone system interconnects most
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of the computers all over the world using the Internet.  The cable TV system connects

most of the households in a simplex mode (receive only) for TV signals.

The capacity of these networks is ultimately limited by the physical medium of

transmission.  There are three main types:

♦ Unshielded Twisted Pair (UTP) Wire.  This is the ordinary telephone wire used to

connect your household phone.  There are many different grades of UTP wire, with

some having a capacity up to 100 MHz. UTP can only be used for short distances and

therefore most LANs use this medium for transmission.

 

♦ Coaxial cable.  Its construction provides excellent shielding from electromagnetic

interference.  COAX cable is used for longer distance connections than UTP.  It has an

increased bandwidth of up to 1 GHz but is bulkier and more expensive.

 

♦ Fiber Optics.  This has a bandwidth of over 2 GHz.  It can be used for very long

ranges however, making connections to fiber optics is fairly difficult.

 

Cellular Networks

The cellular network uses 800-900 MHz radio waves to connect stations to central

receiving antennae and base stations. The region of coverage by a particular base station

defines the cell.  The base stations are interconnected by fixed media similar to the

telephone network.  A central system takes care of locating  the recipient and the signal is

sent to the appropriate antenna in that cell for broadcast, or alternatively passed onto the

fixed telephone network. 

When a station passes out of one cell into another, the base stations perform a

handoff and transfers the call to the next base station.  Even when not placing calls,

cellular phones send low power signals in order for the system to determine the phone’s

location for incoming calls.  

Somewhere around 50 MHz of bandwidth is available divided between the

transmit and receive side.  Most cellular phone signals are MSK (minimum shift keying, a

variety of FSK) and have a signal bandwidth of 200 kHz.  That gives a capacity of about

125 channels per cell.

Satellite Networks

There are over 750 satellites, many of which are available for use in

communications.  The orbit of the satellite is either polar, meaning it travels around the
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earth over the poles,  or geo-synchronous, where the position is fixed (mostly) somewhere

over the equator.  Geo-synchronous orbits are 22,500 miles in altitude, which is over five

Earth radii. The time delay for the signal to travel to the satellite and back is about 0.3 sec

and is noticeable.  Polar orbits are much lower in altitude so there is no delay.  Polar orbit

satellites travel around the Earth anywhere from 1-12 hours, and require many satellites

for complete coverage.  Satellite communications must be UHF and higher in order to

penetrate the ionosphere, and are commonly in the SHF range.  They are generally either

C band (3.75-7.5 GHz) or Ku band (12-17 GHz).  Bandwidths are generally in the GHz

range.  Furthermore, circular polarization is predominately used  since it is difficult to

properly orient the receiving antenna to match the satellite antenna if linear polarization

were used.
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Basic Radar Systems

Figure 8-1.  Fire control radar antenna for the Albatross missile system.

Principles of Operation

Radar is an acronym for Radio Detection and Ranging.  The term “radio” refers to

the use of electromagnetic waves in the radio wave region of the spectrum, with

wavelengths  in the range of  10-6 to 107 meters.  However, most radar systems use

wavelengths in the microwave region from 1 to 300 mm. The detection and ranging part

of the acronym is accomplished by timing the delay between the transmission of a pulse of

radio energy and the subsequent detection of its return.  If the time delay is ∆t, then the

range may be determined by the simple formula:

R = c∆t/2,
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Where c  is the speed at which the electromagnetic pulse propagates.  In air, c = 3 x 108

m/s.  The factor of two in the formula comes from the observation that the radar pulse

must travel to the target and back prior to detection, or twice the range to the target, R.

A radar pulse train is a sequence of identical pulses, transmitted at regular

intervals. The radio frequency carrier wave is amplitude modulated to form the pulse train.

The information signal used to modulate the carrier wave is quite simple:  a single pulse

repeated at regular intervals.  The basic parameters of the pulse train are defined by

referring to Figure 8-2.
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Figure 8-2. Pulse Train.

The following abbreviations are often used:

♦ PW (pulse width).  PW has units of time and is commonly expressed in µs.  PW is the

duration of the pulse.

 

♦ RT (rest time).  RT is the interval between pulses.  It is measured in µs.

 

♦ PRT (pulse repetition time).   PRT has units of time and is commonly expressed in ms.

PRT is the interval between the start of one pulse and the start of another.  PRT is also

equal to the sum, PRT = PW + RT.

 

♦ PRF (pulse repetition frequency).   PRF has units of time-1  and is commonly

expressed in Hz (1 Hz = 1/s) or as pulses per second (pps).  PRF is the number of

pulses transmitted per second and is equal to the inverse of PRT.
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♦ RF (radio frequency).   RF has units of time-1 or Hz and is commonly expressed in

GHz or MHz.  RF is the frequency of the carrier wave that is being modulated to form

the pulse train.

Mechanization

A practical radar system requires seven basic components as illustrated in

Figure 8-3.

Transmitter

ReceiverDisplay

Synchronizer

Antenna

Duplexer

Switch

Power
Supply

Figure 8-3.  Components of a basic radar system.

Transmitter

The transmitter creates the radio wave to be sent and modulates it to form the

pulse train.  The transmitter must also amplify the signal to a high power level to provide

adequate detection range.  The carrier wave is usually created by a magnetron, which is a

special type of oscillator for microwave generation.  Special microwave amplifiers then

increase the power level.

Receiver

The receiver is tuned to be sensitive to the transmitted frequency. It also provides

amplification of the returned signal for additional processing and display. In order to

provide the greatest range, the receiver must be very sensitive without introducing

excessive noise.  The ability to discern a received signal from background noise depends

on the signal-to-noise ratio (S/N).
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The background noise is specified by its average value, called the noise-equivalent-

power (NEP).  This directly equates the noise to a detected power level so that it may be

compared to the return. Successful detection of a target requires that;

Pr > (S/N) NEP

where Pr is the power of the return signal.  Since the combination of terms on the right

side determine the radar system’s performance, it is given a unique designation,

Smin, called the Minimum Signal for Detection.

Smin ≡ (S/N)× NEP.

Since Smin, expressed in Watts, is usually a small number, it has proven useful to define the

decibel equivalent, MDS, which stands for Minimum Discernible Signal.

MDS = 10 Log (Smin/1 mW).

When using decibels, the quantity inside the brackets of the logarithm must be a number

without units.  In MDS, this is done be taking the fraction Smin/1 mW. The special notation

dBm is used for the units of MDS,  where the “m” stands for 1 mW.  This is shorthand for

decibels referenced to 1 mW, which is sometimes written as dB//1mW.

In the receiver, S/N sets a threshold for detection that determines what will be

displayed and what will not.  In theory, if S/N = 1, then only returns with power equal to

or greater than the background noise will be displayed.  However, the noise is a statistical

process and varies randomly.  The NEP is just the average value of the noise.  There will

be times when the noise exceeds the threshold that is set by the receiver.  Since this will be

displayed and appear to be a legitimate target, it is called a false alarm.  If the SNR is set

too high, then there will be few false alarms, but an actual target may not be displayed

(known as a miss).  If SNR is set too low, then there will be many false alarms, or a high

false alarm rate (FAR).  Some receivers continuously monitor the background noise and

automatically adjust the SNR to maintain a constant false alarm rate, and therefore are

called CFAR receivers.

Some common receiver features are:
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♦ Pulse Integration.  The receiver takes an average return strength over many pulses.

Random events like noise will not occur in every pulse and therefore, when averaged,

will have a reduced effect as compared to actual targets that will be in every pulse.

 

♦ Sensitivity Time Control (STC).  This feature reduces the impact of returns from sea

state.  It increases the minimum SNR of the receiver for a short duration immediately

after each pulse is transmitted. The effect of adjusting the STC is to reduce the clutter

on the display in the region directly around the transmitter.  The greater the value of

STC, the greater the range from the transmitter in which clutter will be removed.

However, an excessive STC will blank out potential returns close to the transmitter.

 

♦ Fast Time Constant (FTC).  This feature is designed to reduce the effect of long

duration returns that come from rain.  This processing requires the strength of the

return signal to change quickly over its duration.  Since rain occurs over an extended

area, it will produce a long, steady return.  The FTC processing will  filter these

returns out of the display.  Only pulses that rise and fall quickly will be displayed.  In

technical terms, FTC is a differentiator, meaning it determines the rate of change in

the signal.  It  uses the rate of change to discriminate those pulses which are not

changing rapidly.

Power Supply

The power supply provides the electrical power for all the components.  The

largest consumer of power is the transmitter which may require several kW of average

power.  The actual power transmitted in the pulse may be much greater than the average

power supplied to the transmitter. This is because the energy can be stored, in a capacitor

bank for instance, during the rest time between pulses.  All of the stored energy can be put

into the pulse when it is transmitted, which increases the level in the pulse, called the peak

power.  The peak power and the average power are related by the quantity called duty

cycle (DC).  Duty cycle is the fraction of each transmission cycle that the radar is actually

transmitting.  Referring to the pulse train in Figure 8-2, DC = PW × PRF.

Synchronizer

The synchronizer coordinates the timing for range determination.  It regulates the

rate at which pulses are sent (i.e. sets PRF) and resets the timing clock used for range

determination for each new pulse.  Signals from the synchronizer are sent simultaneously
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to the transmitter, which sends a new pulse, and to the display, which resets the return

sweep.

Duplexer

A duplexer is a switch that alternately connects the transmitter or the receiver to

the antenna.  It protects the receiver from the high power output of the transmitter.

During the transmission of an outgoing pulse, the duplexer will be aligned to connect the

transmitter to the antenna for the duration of the pulse.  After the pulse has been sent, the

duplexer will shift and align the antenna to the receiver.  When the next pulse is sent, the

duplexer will shift back to the transmitter.  A duplexer may not be required if the

transmitted power is very low.

Antenna

The antenna takes the radar pulse from the transmitter and puts it into the air as an

electromagnetic wave.  Furthermore, the antenna must focus the energy into a well-

defined beam, which increases the power and permits a determination of the direction of

the target.  To measure the direction of the target, the antenna must also keep track of its

own orientation.  This can be accomplished by a synchro-transmitter.  There are also

antenna systems that do not physically move but are steered electronically (in these cases,

the orientation of the radar beam is already known a priori).

The beamwidth of an antenna is a measure of the angular extent of the most

powerful portion of the radiated energy.  For our purposes the main portion, called the

main lobe, includes all angles from the perpendicular where the power is not less than ½ of

the peak power, or, in decibels, -3 dB.  The beamwidth is the range of angles in the main

lobe, so defined.  Usually this is resolved into a plane of interest, such as the horizontal or

vertical plane.  The antenna will have a separate horizontal and vertical beamwidth.  For a

radar antenna, the beamwidth can be predicted from the dimensions of the antenna in the

plane of interest by,

θ ≈ λ/L.

Where θ is the beamwidth in radians, λ is the wavelength of the radar and L is the

dimension of the antenna, in the direction of interest (i.e. width or height).

In the discussion of communication antennas, it was stated that the beamwidth for

an antenna could be found using θ ≈ 2λ/L.  It appears that radar antennas have one-half

the beamwidth of communications antennas. The difference is that radar antennas are used
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both to transmit and receive the signal. The interference effects from each direction

combine, which has the effect of reducing the beamwidth.

The directional gain of an antenna is a measure of how well the beam is focused in

all angles.  If we were restricted to a single plane, the directional gain would merely be the

ratio 2π/θ, where θ is measured in radians.  Since the same power is distributed over a

smaller range of angles, directional gain represents the amount by which the power in the

beam is increased.  For a beam with vertical beamwidth φ, and horizontal beamwidth θ,

directional gain is given by:

Gdir = 4π/θ φ.

Perhaps this seems confusing based on the two-dimensional example.  You might

expect the factor in the numerator to be (2π)2.  However, the two directions are not

independent.  The correct way to calculate the three-dimensional gain is to consider the

area in the beam as it intersects a spherical shell at some radius R from the antenna. The

beam will cover an area which is roughly θR × φR = θφR2, with the angle expressed in

radians.  The area, which would be covered by a non-directional beam, would be the same

as the total surface area of the spherical shell, 4πR2.  The directional gain is the ratio of the

two areas, namely 4π/θφ.  

Sometimes directional gain is measured in decibels

Gdir(dB) = 10 log (4π/θφ).

Example:  Find the horizontal and vertical beamwidth of the AN/SPS-49 long range radar
system, and the directional gain in dB. The antenna is 7.3 m wide by 4.3 m tall, and
operates at 900 MHz.

The wavelength, λ=c/f = 0.33 m.

Given that L= 7.3 m, then
θ ≈ λ/L = 0.33/7.3 = 0.045 radians or, θ ≈ 30.

The antenna is 4.3 m tall, so a similar calculation gives
φ ≈ 0.076 radians or, φ ≈ 40.

The directional gain,
Gdir = 4π/(0.045 × 0.076) = 3638.
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Expressed in decibels, directional gain = 10 Log(3638) = 35.6 dB.

Display

The display unit may take a variety of forms. It is designed to present the received

information to an operator.  The most basic display type is called an A-scan (amplitude vs.

time).  The vertical axis is the strength of the return and the horizontal axis is the time

delay, or range.  The A-scan provides no information about the direction of the target.
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Figure 8-4.  A-scan display.

The most common display is the PPI (plan position indicator).  The A-scan

information is converted into brightness and then displayed in the same relative direction

as the antenna orientation.  The result is a top-down view of the situation where range is

the distance from the origin.  The PPI is perhaps the most natural display for the operator

and therefore the most widely used.  In both cases, the synchronizer resets the trace for

each pulse so that the range information will begin at the origin.
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Figure 8-5.  PPI display.

Radar performance

All of the parameters of the basic pulsed radar system will affect the performance

in some way.  Here we find specific examples and quantify this dependence where

possible.

Pulse Width

The duration of the pulse and the length of the target along the radial direction

determine the duration of the returned pulse.  In most cases the length of the return is

usually very similar to the transmitted pulse. In the display unit, the pulse (in time) will be

converted into a pulse in distance.  The range of values from the leading edge to the

trailing edge will create some uncertainty in the range to the target.  The ability to

accurately measure range is limited by the pulse width.

If we designate the uncertainty in measured range as the range resolution, RRES,

then it must be equal to the range equivalent of the pulse width, or

RRES = c PW/2.
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The duration of the pulse also affects the minimum range at which the radar system

can detect.  The outgoing pulse must physically clear the antenna before the return can be

processed.  Since this lasts for a time interval equal to the pulse width, PW, the minimum

displayed range is

RMIN = c PW/2.

The minimum range effect can be seen on a PPI display as a saturated or blank area

around the origin.
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Figure 8-6.  Minimum range effect.

Increasing the pulse width while maintaining the other parameters the same will

also affect the duty cycle and therefore the average power.  For many systems, it is

desirable to keep the average power fixed.  Then the PRF must be simultaneously changed

with PW in order to keep the product PW x PRF the same.  For example, if the pulse

width is reduced by a factor of ½ in order to improve the resolution, then the PRF is

usually doubled.
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Pulse Repetition Frequency (PRF)

The frequency of pulse transmission affects the maximum range that can be

displayed.  Recall that the synchronizer resets the timing clock as each new pulse is

transmitted.  Returns from distant targets that do not reach the receiver until after the next

pulse has been sent will not be displayed correctly.  Since the timing clock has been reset,

they will be displayed as if the range were less than actual.  If this were possible, then the

range information would be considered ambiguous.  An operator would not know whether

the range was the actual range or some greater value.
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Figure 8-7.  Ambiguous range effect.

The maximum actual range that can be detected and displayed without ambiguity,

the maximum unambiguous range, is the range corresponding to a time interval ∆t = PRT.

Therefore, the maximum unambiguous range is given by

RUNAMB = c PRT/2 = c/(2PRF).

When radar is scanning, it is necessary to control the scan rate so that a sufficient

number of pulses will be transmitted in any particular direction in order to guarantee

reliable detection.  If too few pulses are used, then it will become more difficult to

distinguish false targets from actual ones.  False targets may be present in one or two

pulses but certainly not in ten or twenty in a row.  Therefore to maintain a low false
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detection rate, the number of pulses transmitted in each direction should be kept high,

usually above ten.

For systems with high pulse repetition rates (frequencies), the radar beam can be

repositioned more rapidly and therefore scan more quickly.  Conversely, if the PRF is

lowered the scan rate needs to be reduced.  For a simple circular scan it is easy to quantify

the number of pulses that will be returned from any particular target.  Let τ represent the

dwell time, which is the duration that the target remains in the radar’s beam during each

scan.  The number of pulses, N, that the target will be exposed to during the dwell time is

given by

N = τ PRF.

This equation can be rearranged to make a requirement on the minimum dwell time

for a particular scan:

τmin = Nmin /PRF.

In this form, it is easy to see that high pulse repetition rates require short dwell times.

For a continuous circular scan, for example, the dwell time is related to the

rotation rate, Ω (radians/sec), and the beamwidth θ (radians).  The dwell time is

τ = θ/Ω..

These relationships can be combined, giving the following equation from which the

maximum scan rate may be determined for a minimum number of pulses per scan:

ΩMAX = θ PRF/N.

Radar Frequency

The frequency of the radio carrier wave will affect how the radar beam propagates.

At lower frequencies, radar beams will refract in the atmosphere and can be caught in

“ducts” which result in long ranges.  At higher frequencies, the radar beam will behave

much like visible light and travel in very straight lines.   Very high frequency radar beams

suffer high losses and are not suitable for long range systems.
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The frequency will also affect the beamwidth.  For the same antenna size, a low

frequency radar will have a larger beamwidth than a high frequency one.  In order to keep

the beamwidth constant, a low frequency radar will need a large antenna.

Theoretical Maximum Range Equation

A radar receiver will detect a target if the return is of sufficient strength.  The

minimum signal return that can be detected is Smin, which should have units of Watts, W.

The size and ability of a target to reflect radar energy can be summarized into a single

term, σ, known as the radar cross-section, which has units of m2.  If absolutely all of the

incident radar energy on the target were reflected equally in all directions, then the radar

cross section would be equal to the target’s cross-sectional area as seen by the transmitter.

In practice, some energy is absorbed and the reflected energy is not distributed equally in

all directions.  Therefore, the radar cross-section is quite difficult to estimate and is

normally determined by measurement.

Given these new quantities we can construct a simple model for the radar power

that returns to the receiver,

P  =  P G
4 Rr t 2×







× ×






×
1 1

4 2π
σ

πR
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The terms in this equation have been grouped to illustrate the sequence from transmission

to collection.  The transmitter puts out peak power Pt into the antenna, which focuses it

into a beam with gain G.  The power gain is similar to the directional gain, Gdir, except

that it must also include losses from the transmitter to the antenna.  These losses are

summarized by the single term for efficiency, ρ.  And the gain is therefore G = ρ Gdir.  The

radar energy spreads out uniformly in all directions.  The power per unit area must

therefore decrease as the area increases.

Since the energy is spread out over the surface of a sphere the factor of 1

4 R2π

accounts for the reduction.  The radar energy is collected by the surface of the target and

reflected.  The radar cross section, σ, accounts for both of these processes.  The reflected

energy spreads out just like the transmitted energy.

The receiving antenna collects the energy proportional to its effective area, known

as the antenna’s aperture, Ae.  This also includes losses in the reception process until the

signal reaches the receiver.   Hence the subscript “e” is used to stand for “effective.”  The
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effective aperture is related to the physical aperture, A, by the same efficiency term used in

power gain, given the symbol ρ.  So that Ae = ρ A.

Our criterion for detection is simply that the received power, Pr must exceed the

minimum, Smin.  Since the received power decreases with range, the maximum detection

range will occur when the received power is equal to the minimum, i.e. Pr = Smin.  If you

solve for the range, you get an equation for the maximum theoretical radar range:

( )
R

P G A

S
t e

max
min

=
σ

π4 24

Perhaps the most important feature of this equation is the fourth-root dependence.

The practical implication of this is that one must greatly increase the output power to get a

modest increase in performance.  In order to double the range, the transmitted power

would have to be increased 16-fold.

Example:  Find the maximum range of the AN/SPS-49 radar, given the following data:
Antenna Size = 7.3 m wide by 4.3 m tall
Efficiency = 80 %
Peak power = 360 kW
Cross section = 1 m2

Smin = 1 × 10-12 W

We know from the previous example, that the directional antenna gain,
Gdir  = 4π/θφ = 4π/(.05 x .07) = 3430

The power gain,
G =  ρ Gdir  = 2744.

Likewise, the effective aperture,
Ae = ρA  = .8(7.3 x 4.3)  = 25.1 m2.

Therefore the range is 
( )( )( )( )

( )
36 10 2744 251 10

4 10
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2 12
4

. . .×
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=−π
112,000 m,  or R = 112 km.
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 Chapter 9  

Continuous Wave Radar

Figure 9-1.  Hawk missile system utilizes continuous-wave radar in seeking its target.

Principle of Operation

As opposed to pulsed radar systems, continuous wave (CW) radar systems emit

electromagnetic radiation at all times. Conventional CW radar cannot measure the range

to a target because there is no basis for the measurement of the time delay. The basic radar

system, as discussed previously, creates pulses and uses the time interval between

transmission and reception to determine the target’s range.  If the energy is transmitted

continuously, as is the case with CW radar, then this will not be possible.

CW radar, on the other hand, can measure the instantaneous rate-of-change in the

target’s range.  This is accomplished by a direct measurement of the Doppler shift of the

returned signal.  The Doppler shift is a change in the frequency of the electromagnetic

wave caused by motion of the transmitter, target or both. For example, if the transmitter is

moving, the wavelength is reduced by a fraction proportional to the speed it is moving in

the direction of propagation.  Since the speed of propagation is a constant, the frequency
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must increase as the wavelength shortens.  The net result is an upwards shift in the

transmitted frequency, called the Doppler shift.

λ'

λ

s∆t
λ' = λ (1 - s/c)

∆t = 1/f
     = λ/c

Figure 9-2.  Doppler shift from moving transmitter.

If the receiver is moving opposite to the direction of propagation, there will be an

increase in the received frequency.  Furthermore, a radar target that is moving will act as

both a receiver and transmitter, with a resulting Doppler shift for each.  The two effects

caused by the motion of the transmitter/receiver and target can be combined into a net

frequency shift.  The amount of shift will depend on the combined speed of the

transmitter/receiver and the target along the line between them, called the line-of-sight

(LOS).
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Figure 9-3.  Calculating the relative speed in the line-of-sight.

The Doppler shift can be calculated with knowledge of the transmitter/receiver and

target speeds, designated as s1 and s2 respectively, and the angles between their direction

of motion and the line-of-sight, designated θ1 and θ2.  The combined speed in the line-of-

sight is

s = s1 cosθ1 + s2 cosθ2 .

This speed can also be interpreted as the instantaneous rate of change in the range, or

range rate.  As long as the problem is confined to two-dimensions, the angles also have

simple interpretations.  The angle θ1 is the relative bearing to the target.  This is the

difference between the course of the transmitter/receiver and the true bearing to the target.

To convert between relative and true bearings use:

Relative Bearing = True Bearing - Heading

Since the cosine function is even, it makes no difference whether the angle is positive or

negative (strictly speaking, relative bearings are always positive ranging from 0 to 3590).
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The angle θ2 is the target angle (relative bearing of transmitter/receiver from target).

Computed in an identical manner as the relative bearing, except that the target’s course is

substituted for the heading and the reciprocal bearing is used instead of the true bearing to

the target.  The reciprocal bearing is found by,

Reciprocal Bearing = True Bearing ± 1800

Again, mathematically it does not matter if this result is positive, negative or even beyond

3600, although within the realm of the real world the range is limited to 0-3590.

Assuming that the range rate is known, the shift in returned frequency is

∆f = 2s/λ.

Where λ is the wavelength of the original signal.

As an example, the Doppler shift in an X-band (10 GHz) CW radar will be about

30 Hz for every 1 mph combined speed in the line-of-sight.  Police often use CW radar to

measure the speed of cars.  What is actually measured is the fraction of the total speed that

is towards the radar.  If there is some difference between the direction of motion and the

line-of-sight, there will be error.  Fortunately for speeders, the measured speed is always

lower than the actual.

CW radar systems are also used in military applications where measuring the range

rate is desired.  Of course, range rate can be determined from the basic pulsed radar

system by measuring the change in the detected range from pulse to pulse.  CW radar

systems measure the instantaneous range rate, and maintain continuous contact with the

target.

Frequency Modulated Continuous Wave (FMCW) radar

With some modifications, it is also possible to use a CW radar system to measure

range instead of range rate.  Using frequency modulation, the systematic variation of the

transmitted frequency, a unique “time stamp” is put on the transmitted wave at every

instant.  By measuring the frequency of the return signal, the time delay between

transmission and reception can be measured and therefore the range determined by R =
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c∆t/2.  Of course, the amount of frequency modulation must be significantly greater than

the expected Doppler shift or the results will be affected.
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Figure 9-4.  FMCW theory of operation.

The simplest way to modulate the wave is to linearly increase the frequency.  In

other words, the transmitted frequency will change at a constant rate.  The FMCW system

measures the instantaneous difference between the transmitted and received frequencies,

∆f.  This difference is directly proportional to the time delay, ∆t, which is equal to the time

it takes the radar signal to reach the target and return.  From this, the range can be found

using R = c∆t/2.  The time delay is

∆t = T ∆f/(f2-f1),

where:

f2 = maximum frequency;

f1 = minimum frequency;

T = period of sweep from f1 to f2; and

∆f = the difference between transmitted and received.

There is a slight problem that occurs when the sweep resets the frequency and the

frequency difference becomes negative (as shown in the plot of ∆f vs. time).  The system
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uses a discriminator to clip off the negative signal, leaving only the positive part, which is

directly proportional to the range.  Figure 9-5 shows a typical system diagram.

Transmitter

Receiver

Discriminator

+

-

∆f

Output

Figure 9-5.  FMCW block diagram.

Combining the equations into a single form for the range,

R
cT f

f f
=

−
∆

2 2 1( )

where ∆f is the difference between the transmitted and received frequency (when both are

from the same sweep, i.e. when it is positive).

Another way to construct a FMCW system is to compare the phase difference

between the transmitted and received signals after they have been demodulated to recover

the sweep information.  This system does not have to discriminate the negative values of

∆f.  In either case however, the maximum unambiguous range will still be determined by

the period,

Runamb = cT/2.

FMCW systems are often used for radar altimeters, or in radar proximity fuzes for

warheads.  These systems do not have a minimum range like a pulsed system does.

However, they are not suitable for long range detection, because the continuous power

level they transmit at is considerably lower than the peak power of a pulsed system.  You

may recall that the peak and average power in a pulse system were related by the duty

cycle,   Pavg = DC × Ppeak.  For a continuous wave system, the duty cycle is one.
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Alternatively, the peak power is the same as the average power.  For comparison, in

pulsed systems the peak power is many times greater than the average.
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 Chapter 10  

Advanced Radar Systems

Figure 10-1.  U.S. Air Force E-3 Sentry Airborne Warning and Control System (AWACS) (Photo by

Senior Airman Diane Robinson USAF)

Radial Velocity Discrimination

In many circumstances, it is beneficial to know both the range and the radial

velocity of the target.  Since the relative radial velocity is the range rate, a measurement of

the radial velocity can be used to predict the target’s range in the near future.  For

example, it allows the prediction of when a target will be inside the effective range of a

weapon system.  Radial velocity discrimination can also be used to eliminate unnecessary

targets from the display.  For example, sea clutter or buildings can be suppressed.  There

are three methods used which can give simultaneous measurement of range and range rate.

Differentiation

This system measures the range at fixed intervals and computes the rate of change

between the measurements.  For example, if a target is at 1500 m for the first
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measurement and at 1492 m for the next measurement made 1 sec later, the range rate is -

8 m/s.  Light detection and ranging (LIDAR) systems use this method.  Accuracy is

improved by taking several quick measurements and computing the  average rate of

change. The intervals chosen cannot be too small however, since the target must be able to

change range during the measurement interval.

Moving Target Indicator (MTI)

This system measures changes in the phase of the returned signal in order to

determine the motion of the target.  In order to measure the phase, a sample of the

transmitter pulse is fed into a phase comparator, which also samples the return signal.

The output of the phase comparator is used to modulate the display information.  Returns

will be the largest positive value when they are in-phase and the largest negative value

when out of phase.

Transmitter

Receiver
Phase

Comparator Output = return x phase

return strength

phase
difference

Range

Figure 10-2.  Phase comparison output.

When the range to a target is changing, the phase comparison output will be

varying between its extreme values, as well as moving in range.  One full cycle of phase

shift is completed as the range changes by one-half wavelength of the radar.  This is

because the radar signal travels both to and from the target, so that the total distance

traveled by the radar pulse changes by a factor of two.  For a typical radar wavelength of 3

cm, it is clear that the phase comparison output will be rapidly varying for targets whose

range is changing.
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Figure 10-3.  Five sequential returns from pulse comparison output.

The fact that stationary targets have a fixed value of phase difference can be

exploited to remove them from the display.  A cancellation circuit accomplishes this.  The

MTI processor takes a sample from the phase comparison output and averages it over a

few cycles.  Moving targets will average to zero, while stationary targets will have non-

zero averages.  The average signal is then subtracted from the output before it is

displayed, thereby canceling out the stationary targets.

Incoming

Average

MTI
output+

-

canceller

Σ

Figure 10-4.  Cancellation circuit of MTI processor.
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Stationary targets are those returns, which are not changing in range.  For moving

transmitters, of course, returns from fixed objects on the ground will be changing in range

and therefore displayed.  MTI systems for moving transmitters must provide a modified

input to the phase comparator, which includes the phase advance associated with the

motion of the transmitter.

Pulse Doppler Radar

This system adds additional processing equipment to the basic pulsed radar system.

A sample of the transmitted signal is directed to the mixer, which also samples the output

from the receiver.  The output of the mixer is the Doppler shift, ∆f.  The Doppler shift is

passed to a filter that modifies the display information accordingly.

Transmitter

Receiver

Display

Antenna

Doppler
filter

ft

fr

∆f

Figure 10-5.  Pulsed Doppler radar system.

 The most common application is to color code the return information on the PPI
display.  The Doppler shift is sorted into categories, for example positive, zero and
negative, which are then associated with colors.  In this example, only three colors are
used: white, gray and black.

Pulsed Doppler radar systems are used in numerous military applications.  They are
also the standard weather radar throughout the country.  The pulsed Doppler radar can
detect and graphically display information about the relative motion of winds inside storm
cells and has proved useful in detecting tornadoes.  A Doppler velocity display of a
tornado will show the two colors that correspond to opposite directions of motion side-
by-side.
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Figure 10-6.  Pulsed Doppler display.

Limitations

MTI and pulse Doppler radar systems cannot measure velocities above a certain

value, known as the first blind speed or maximum unambiguous speed.  There are two

ways to understand this phenomenon.  For MTI systems, the first blind speed occurs when

the change in range between pulses is exactly one-half of the wavelength.  This changes

the phase by 3600 which is the same as 00, or no phase shift at all.  The target moving at

the first blind speed will appear to be stationary and be canceled from the display.  Since

this condition will only be temporary, it is of no concern.

In pulsed Doppler systems, the radial velocity cannot be measured above the first

blind speed.  Consider the spectrum of the pulsed Doppler radar system.  There will be a

main lobe centered on the radar carrier frequency.  The bandwidth (BW) of the main lobe

will be determined by the pulse width (PW), from the approximate relationship

BW ≈ 1/(2PW)

Because the cycle is repeated at a frequency equal to the PRF, there will be additional

copies of the main lobe at multiple intervals of the PRF on either side of the carrier

frequency.  All of the information from the return will be repeated at intervals of PRF,

including the Doppler shifted return.
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Figure 10-7.  Spectrum of pulsed Doppler radar.

The only useable portion of this spectrum is the interval between the main lobe and

the first harmonic at fc + PRF.  Therefore only Doppler shifts that fall within this range can

be measured unambiguously.  Therefore the condition when the Doppler shift is equal to

the PRF defines the maximum unambiguous speed that can be measured.  From this we

derive the maximum unambiguous speed,

∆f = 2s/λ = PRF,

Sunamb = λPRF/2.

You will note that this is also the same condition described for MTI systems,

namely when the target moves one-half wavelength in the period PRT:

sblind ×  PRT = λ/2 ⇒ sblind  = λPRF/2.

From the spectrum, it is also apparent that the Doppler shift must be larger than

the bandwidth of the main lobe in order to be detectable.  This defines a minimum

detectable speed:

∆fmin  = 2smin/λ =  1/(4PW),

⇒ smin = λ/(8PW).

Example:  WSR-88 (NEXRAD) weather radar.
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This system operates at 3 GHz (λ  = 10 cm) and uses a 325 Hz PRF in its normal mode.

Find the maximum unambiguous speed this system can measure.

Sunamb = (0.1 m)(325)/2, so that

sunamb = 16.25 m/s, or about 37 mph.

There are two ways to fix the problem with ambiguous speed and range

measurements.  The first is to increase the PRF.  Of course, this will reduce the maximum

unambiguous detection range accordingly.  The other is to vary the PRF.  Ambiguous

returns will vary either in range or velocity, while accurate ones will not. This does not

solve the problem, but can be used to identify conditions where the target range is beyond

Runamb or when the target radial speed is beyond sunamb.

High Resolution Radar

Pulse Compression

This is a method, which combines the high energy of a long pulse width with the

high resolution of a short pulse width.   The pulse is frequency modulated, which provides

a method to further resolve targets, which may have overlapping returns.  Since each part

of the pulse has unique frequency, the two returns can be completely separated.  The pulse

structure is in Figure 10-8.
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Figure 10-8.  Pulse compression using frequency modulation.
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The receiver is able to separate two or more targets with overlapping returns on

the basis of the frequency.  Figure 10-9 is a sample return showing two targets with

separation less than the conventional range resolution.
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pulse length = cPW/2
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Figure 10-9.  Overlapping returns separated by frequency.

When the pulse is frequency modulated in this manner the process of resolving

targets on the basis of frequency is called post-detection pulse compression, or PDPC.

The ability of the receiver to improve the range resolution over that of the conventional

system is called the pulse compression ratio.  For example a pulse compression ratio of

20:1 means that the system range resolution is reduced by 1/20 of the conventional

system.  Alternatively, the factor of improvement is given the symbol PCR, which can be

used as a number in the range resolution formula, which now becomes

Rres = c PW/(2 PCR).

The process does NOT improve the minimum range.  The full pulse width still applies to

the transmission, which requires the duplexer to remain aligned to the transmitter

throughout the pulse.  Therefore, Rmin is unaffected.

Synthetic Aperture Radar (SAR)

We have already seen that the angular resolution is determined by the beamwidth

of the antenna.  At a given range, R, the ability to resolve objects in the cross-range

direction, known as the cross-range resolution, is calculated by

∆Rcross = Rθ.

Where θ is the beamwidth expressed in radians.  This is merely the arc length swept out by

the angle θ at radius R.  It is also the width of the radar beam at range R.  For example, a
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60 beamwidth (0.1 radians) will be 10 m wide at a range of 100 m.  For most radar

antennas the beamwidth is sufficiently large so that the cross range resolution is fairly large

at normal detection ranges.  As such, these systems cannot resolve the detail of the objects

they detect.

Synthetic aperture radar (SAR) uses the motion of the transmitter/receiver to

generate a large effective aperture. In order to accomplish this, the system must store

several returns taken while the antenna is moving and then reconstruct them as if they

came simultaneously.  If the transmitter/receiver moves a total distance S during the

period of data collection, during which several return pulses are stored, then the effective

aperture upon reconstruction is also S.

S

Position for first pulse

Position for last pulse

Figure 10-10.  Synthetic aperture.

The large synthetic aperture creates a very narrow beamwidth, which can be calculated by

the usual beamwidth formula, substituting the synthetic aperture for the physical antenna

aperture.  The new beamwidth can be used to predict the improved cross-range resolution,

∆Rcross ≈ R λ/S  (SAR).

Where:
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R = target range;

S = distance traveled by the transmitter/receiver during data collection; and

λ = the wavelength of the radar.

The most frequent application of SAR is on satellite radar systems.  Because the

satellite is traveling at high velocity, the accuracy of these systems can be made very high.

Furthermore, if the target is fixed in location, the period for data collection can be made

very long without introducing significant error.  Therefore satellite SAR is used for the

imaging of fixed objects like terrain, cities, military bases, etc.

Inverse Synthetic Aperture Radar (ISAR)

It is possible to achieve the same large synthetic aperture without moving the

transmitter/receiver.  If the target rotates by a small amount, it has the same effect as if the

transmitter/receiver were to travel a distance equal to the arc length at the range R. Figure

10-11 illustrates this effect for a yaw angle ψ of a ship at range R.

ψ

Radar Beam

ψ

Ship rotates by yaw angle ψ (ISAR) Plane travels
 distance R ψ (SAR)

R

Figure 10-11.  Equivalence of SAR and ISAR.

Since the effect is the same we can apply the same results for the cross range

resolution, but this time we substitute the distance Rψ for the aperture.  The formula now

becomes:
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∆Rcross = R (λ/Rψ),

∆Rcross  = λ/ψ  (ISAR)

This is a remarkable result, because it is independent of range!

Example:  Find the cross-range resolution of an ISAR system at 3 GHz, that collects data
over a yaw angle of 60 (0.1 radian).

The wavelength, λ , is equal to 10 cm, so the cross-range resolution is
∆Rcross  = 0.1 m/0.1
∆Rcross = 1 m, at any range.

ISAR systems are typically used for long-range imaging and identification of

possible targets.  The ISAR platform may be fixed or moving.  The best targets for ISAR

are ships, which tend to yaw periodically in the sea state.

Phased Array Radar

It is possible to form a radar beam using a planar array of simple antenna elements

(i.e. dipole antennae).  It is easiest to visualize this system starting with a linear array.

d

common input

Figure 10-12.  Linear array of antennae.

If all of the antennae are driven coherently, meaning at the same frequency and

phase, then the condition of maximum constructive interference will occur in the two

directions perpendicular to the array axis.  Now, if this system is modified to include a

variable phase shift on the input to each element, the condition of maximum constructive

interference can be changed.
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Figure 10-13.  Path length difference for beam steered off axis.

Here we have a three element linear array, all fed from a common source, with a variable

phase shift at each element.  In order to change the direction of maximum constructive

interference by the angle, θ, the phase shifts must be chosen to exactly compensate for the

phase shift created by the extra distance traveled, d sin(θ).  The condition for the phase

shift between adjacent elements can be found from

∆φadj = (2π/λ) d sin(θ).

Care must be taken to assign an appropriate sign to the phase shift.  In the example above,

the phase of the signal from antenna element 3 must be advanced relative to element 2,

therefore the phase shift is positive.

This same principle may be applied to a planar array.  In this case, the phase shift

will steer the beam both in azimuth and elevation.  The phase shifts required may be

computed independently and combined algebraically to give the net phase shift required.

First we must establish the coordinate system.  When facing the array, the upper leftmost

element will be the reference with coordinates (0,0).  The elements will be assigned

coordinates with the first number representing the elevation and the second the azimuthal

element number.  The general element coordinates will be (e,a), where:
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e = elevation element number, and

a = azimuthal element number.

When referring to the phase shift at a specific element, it will be in reference to the

element (0,0).  Using this system, we chose the angles to be positive in the directions

indicated in Figure 10-14.
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Figure 10-14.  Planar phased array.

The phase shift required to steer the beam to an elevation angle φ  (defined so that

upwards is positive) and azimuthal angle θ  (positive when to the left as seen looking into

the array), will be

∆φe,a = (2π/λ)[ e × de sinφ + a × da sinθ ].

Where de and da refer to the element spacing in the vertical and horizontal directions

respectively.
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Tracking Systems

Figure 11-1.  Cockpit view showing various tracking system displays.

The purpose of a tracking system is to determine the location or direction of a

target on a near-continuous basis. An ideal tracking system would maintain contact and

constantly update the target’s bearing (azimuth), range and elevation.  The output of the

tracking system can be sent to a fire control system, which stores the information and

derives the target’s motion and therefore its future position. Tracking systems not only

provide an automatic target following feature but also determine the target’s position with

sufficient accuracy for weapons delivery.

Radar Servo Tracking System

One of the most basic tracking system designs is the servo tracking system.  Here,

the radar antenna is initially trained on a target after which it automatically remains

pointed at the target as it follows its motion.  Furthermore, the system provides
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continuous position information to the operator and possibly to a fire control system.  The

antenna is rotated by a motor, which provides a negative position feedback signal to a

controller.  The subsystem that controls the direction of the antenna is called a

servomechanism.

Motor

Position
sensor

Motor
controller

Input:
desired
azimuth

Feedback: actual
antenna azimuth

Error: input - actual

+

-

Figure 11-2.  Servomechanism.

The input signal to the servomechanism is the desired azimuth of the antenna.  The

error signal drives the motor to reposition the antenna until the position feedback indicates

the antenna is at the desired azimuth, at which point the error signal is zero and the motor

stops.  This servomechanism can be combined with a tracker, which determines the

azimuth to the target, which the system now uses as the input.

Motor

Position
sensor

Motor
controller

antenna azimuth

+

-

Tracker target azimuth

Receiversignal strength

Figure 11-3.  Servo tracking mechanism.

Figure 11-3 is the same servomechanism block diagram, but the input comes from the

tracker, so the combination is a radar servo-tracking system.  The brain of this system is

the tracker, which takes the return signal and position information and determines the
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location of the target.  There are several ways to do this, with varying degrees of

complexity and accuracy.   Consider the following data, which might be obtained as a

circular sweep radar panned across a target.
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Figure 11-4.  Return strength as beam sweeps over target.

The individual returns are shown as the vertical lines.  As the beam sweeps across the

target, there are eight returns generated, whose strength increases until the target is

centered in the beam and then falls off.  The target location can be determined from the

point of maximum return strength.  However, the region of maximum return is broad and

therefore the exact location of the target cannot be determined with high accuracy.

Certainly, one could locate the target within some fraction of the beamwidth, but using

this system the tracking accuracy would not be much better than about one-quarter of the

beamwidth. This still would be insufficient for weapons delivery.

The accuracy can be improved by using a dual-beam system.  The two beams are

offset in angle by a small amount to either side.  The center between the beams is known

as the boresight axis.
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A

boresight axis

B

Figure 11-5.  Dual beams.

The two beams can be created by a dual-feed system, where the two parallel beams are fed

into the reflector slightly to one side or the other.  When the beam is reflected, the offset

in the feed axis will cause the beam to be reflected off at an angle relative to the boresight.

Normal reflection from
parabolic antenna

Reflection when feed horn
is offset from boresight

Figure 11-6.  How offset feed changes beam.

Now when a dual-beam system scans across a target, the return will be the sum of

the two beams.  If one of the beams is inverted (or made out-of-phase), the result will

have a well-defined location of the target, namely where the difference between the beams

is zero.
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Figure 11-7.  Constructing the dual beam output.

Since the return strength is changing rapidly to either side, the location of the

target can be determined with great accuracy.  For a typical radar beam that is 30 wide, a

dual-beam system could track the target with 0.10 accuracy, which is sufficient for

weapons delivery.

Another nice feature of the dual-beam system is that the return strength varies

nearly linearly in the vicinity of the target.  Therefore it is easy to measure the target

location even if the boresight is not directly on the target.  The difference in target location

and the boresight will be linearly proportional to the return strength as long as the target is

not too far off center.  Using the maximum strength method, it is not even clear how to

determine the correct direction to reposition the antenna, since the return strength varies

equally to either side of the boresight.

The dual-beam system can also be used for tracking in elevation.  In fact, a

monopulse system uses two dual-beam systems, one for elevation and one for azimuth.

This requires four beams, which are measured in pairs.
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Figure 11-8.  Monopulse radar.

Dual-beam systems are generally used for fire control tracking, where high
accuracy is required.  A dual beam system has a limited range because the target is not in
the maximum power portion of the beam.  The target is off-axis for either beam.

Range Tracking

Range tracking is accomplished in a similar manner to dual-beam angle tracking.
Once the range has been measured, the tracking system attempts to predict the range on
the next pulse.  This estimate becomes the reference to which the next measurement will
be compared.  Using two range windows called the early and late range gates makes the
comparison.
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Figure 11-9.  Range gates.
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The area of the return in each gate is computed by integration.  The difference

between the area in the early and late gates is proportional to the error in the range

estimate.  If the two areas are equal, the return is centered directly on the range estimate,

and there is no error.  If the return has more area in the early gate, the range estimate is

too great, and therefore the range error is positive.  In the near vicinity of the range

estimate, there will be a linear relationship between the range error and the difference in

the areas.
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Figure 11-10.  Range error.

As long as the range estimate is not too far off, the tracking error can be determined and

the target range updated.  Again, like dual-beam tracking, the range tracking system can

measure the target range with greater accuracy than the range resolution of the system,

Rres, which is determined by the pulse width and possibly the pulse compression ratio.

Track-While-Scan (TWS)

In many cases, it would be undesirable to dedicate the entire radar system to

tracking a single target.  We have already seen that the servo tracking system maintains

the antenna pointed in the vicinity of the target at all times.  Unfortunately, there is no

search capability when tracking using this method.  The track-while-scan (TWS) system

maintains the search function, while a computer performs the tracking functions. The

TWS system is capable of automatically tracking many targets simultaneously.
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Furthermore, the TWS system can also perform a variety of other automated functions,

such as collision warning.

The TWS system manages targets using gates.  We have already seen an example

of gates used in the range tracking system. A TWS system may use range, angle, Doppler

and elevation gates in order to sort out targets from one another.  When a target is first

detected, the computer will assign it an acquisition gate, which has fixed boundaries of

range, bearing, and possibly some other parameters, depending on the system.  When the

radar sweeps by the target again, if the return still falls within the acquisition gate, the

computer will begin to track the target.

Target just acquired.

Gate is large since

motion has not yet been

determined

Track is established.  TWS predicts

position at next observation.

Figure 11-11.  Tracking and acquisition gates.

By following the history of the target’s position, the course and speed of the target

can be calculated.  The combination of range, bearing, course and speed at any one time is

known as the target’s solution (meaning solution to the fire control problem).  It is used to

predict where the target will be at the next observation.  Once a solution has been

determined, the computer uses a tracking gate about its predicted position.  If the target

falls within the predicted tracking gate, the computer will refine its solution and continue

tracking.   If the target is not within the tracking gate at the next observation, it will check

to see if the target is within a turning gate, which surrounds the tracking gate.
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Figure 11-12.  Use of a turning gate to maintain track on a maneuvering target.

The turning gate encompasses all the area that the target could be in since the last

observation.  If the target is within the turning gate, the computer starts over to obtain the

new solution.  If the target falls outside of the turning gate, the track will be lost.  The

system will continue to predict tracking gates in case the target reappears. Depending on

the system, the operator may be required to drop track when the target has been lost.

The process of assigning observations to established tracks is known as

correlation.  During each sweep, the system will attempt to correlate all of its returns to

existing tracks.  If the return cannot be correlated, it is assigned an acquisition gate, and

the process begins again.  On some occasions, a new target may fall within an existing

tracking gate.  The system will attempt to determine which return is the existing target and

which is the new target, but may fail to do so correctly.  It is common for TWS systems to

have some difficulty when there are many targets, or when existing tracks cross each

other.  In the later case, the computer may exchange the identity of the two crossing

tracks. In all these cases of mistaken identity, the operator must intervene in order to

correct the problem.
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Figure 11-13.  Crossing tracks.

The TWS system uses a track file for each established target that it tracks.  The

track file contains all of the observations that have been correlated to that particular target

such as range, bearing and time of each observation.  The track file is given a unique name

known as the track designation.  This is usually a simple number, and a prefix that

identifies the sensor type.  For example “R-25” is the twenty-fifth radar track.  Depending

on the system, the track file may contain other useful information, such as the

classification of the target, as “ship” or “aircraft”.  The computer may use this information

when determining the track and turning gates.  Finally, the track file also contains the

current solution.  Some systems maintain a history of solutions, which can be useful in

determining the maneuvering pattern of a target.

Phased-Array Tracking

We have already seen that a phased-array radar system can electronically steer the

beam.  But the system can also perform a track-while-scan function.  Since the planar

array has many independent elements, they need not all be used to form a single beam.  In

fact, the great advantage of the phased-array system is its flexibility. The AN/SPY-1

phased-array radar has over 4,000 elements, any number of which may be combined into a

single beam.  Suppose for instance, that the array was split into groups of 40 elements

each.  That would give about 100 independent beams.  Granted, the beamwidth of the 40-

element array would not be as small as the 4000 element beam, but at shorter range this

beam could function more than adequately.

In the phased-array radar, some beams could be dedicated to search functions,

while others could perform dedicated tracking functions.  Therefore you have the search-
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while-track features, but with the added benefit of continuous contact on the targets.

Essential to the AN/SPY-1 capability is a computing system powerful enough to perform

all of the necessary functions to control more than 100 independent tracking beams.

search

weapons tracking

air traffic control

phased
array radar

Figure 11-14.  Multiple beams of phased array radar.

Tracking Networks

It is a natural extension of the track-while-scan system to create a system which

shares tracking information between remote users.  All that is required is to transmit the

contents of the track file, since it contains all of the observations and the current solution.

The sharing of tracking information has been incorporated extensively into modern

combat.  There are now global command and control networks that share this information

between users all over the world.  

Tracking networks have adopted a standardized set of symbols for identifying

types of targets.  Some are shown below:
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Surface

Air

Unknown

Sub

Friendly

Hostile

Neutral

Unknown

Category Threat

Figure 11-15.  Some standard tracking symbols.

These symbols appear on the common operational picture displays now used for command

and control functions.
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Electro-Optical Systems

Figure 12-1.  Electro-optics are used for guiding the Maverick missile from the cockpit of the firing

platform.

The Electromagnetic Spectrum

The full range of the electromagnetic spectrum covers frequencies from 1 to 1024

Hz.  We have already discussed communications systems, which dealt with the audio band

(20-20,000 Hz) as well as the radio band, which covers from 30 (ELF) up to 3 x 1011 Hz

(EHF). Radar systems operate in the microwave band, which covers wavelengths from 1

to 300 mm (frequencies from 109 to 3 x 1011 Hz).  Beyond the microwave band lies the

electro-optical band, which covers wavelengths from 1 mm to 10 nm). The portion of the

electro-optical band with frequencies below the visible portion is known as the infrared

(IR) band, with wavelengths from 0.7 to 1000 µm.   The infrared band is further sub-

divided as follows:

Near IR:  0.7  - 1.5 µm

Intermediate IR:  1.5  - 8 µm

Far IR: 8     - 100 µm

Extreme IR: 100  - 1000 µm.
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Figure 12-2.  The electromagnetic spectrum.

The electro-optical band also includes the visible portion of the spectrum with

wavelengths from 0.4 to 0.7 µm (1 µm = 10-6 m, is called a micron, and is sometimes

written as µ for a shorthand notation).  In the visible portion, the wavelengths are

associated with the particular colors we see.  The primary colors are listed in Table 12-1.
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Color Wavelength range(µµm)

Red 0.63-0.75

Orange 0.59-0.62

Yellow 0.56-0.58

Green 0.50-0.55

Blue 0.43-0.49

Violet 0.37-0.42

Table 12-1.  The visible spectrum.

Beyond the visible range, the ultraviolet, x-ray and gamma ray bands are found. At

these high frequencies, the electromagnetic waves behave less like waves and more like

highly energetic particles, called photons.  The higher the frequency, the more energy

carried by each photon.  Very high-energy photons can be damaging to materials and to

humans.  The effects of ultraviolet (UV) light, such as sunburn and eye irritation are quite

familiar.  At even higher frequency (and therefore energy), photons can damage materials

or body tissue and therefore are considered to be ionizing radiation.

Sources of Electro-Optical Radiation

The sources of electromagnetic energy can be divided into two broad categories:

selective and thermal radiators.  Selective radiators emit electro-optical radiation in a

narrow band about one or more particular frequencies.  Therefore selective radiators

produce narrowband radiation.  For example, the He-Ne laser produces radiation in a

narrow band about 0.6328 µm (red light).  Thermal radiators on the other hand, emit

radiation over a broad range of frequencies (or wavelengths).  For example, sunlight

appears white because it has components covering all frequencies in the visible spectrum

and therefore appears as a complete mixture of colors.  Although not visible to the naked

eye, sunlight has components in the ultraviolet and infrared bands as well.

Thermal Radiators

It is a physical property of matter that all objects emit thermal radiation from their

surfaces in proportion to their absolute temperature.  Absolute temperature is defined in

units of Kelvin (K), and may be found from the Celsius scale by adding 273.

TKelvin  = Tcelsius + 273.
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For example, the freezing point of water, 00 Celsius, is 273 K (note that the symbol for

degrees is omitted when referring to absolute temperature).

The total power per unit area of thermal radiation coming from an ideal object, called a

blackbody, at absolute temperature T can be predicted using the Stefan-Boltzmann law,

M = σT4.

Where:

M = Power per unit area leaving the object (also known as the exitance or radiancy), with

units of W/m2;

σ = 5.67 x 10-8 W/(m2 K4) is called the Stefan-Boltzmann constant; and

T = the absolute temperature of the object (K).

The Stefan-Boltzmann law is based on the ideal source, a black body.  A black

body is something that absorbs all of the incident energy upon it.  In order to maintain

thermal equilibrium, the object will radiate the same quantity of energy.  It is called a

blackbody, because black objects absorb more energy than others.  Objects that reflect or

transmit some of the incident energy are called gray bodies.  Since they absorb less, they

radiate less.  The factor, which describes both the amount of absorption and

radiation, is called the emissivity, ε.  It varies between 0 and 1, with 1 being the value of

emissivity for a blackbody.  The exitance for a gray body is related to the blackbody by:

Mgray = εMblack.

For objects that are opaque, the emissivity also describes how much energy is reflected.

The reflectance, ρ, is defined by the energy conservation relationship (which only applies

to opaque objects) that states,

ε + ρ =1.
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Below is a short table of emissivity values for common materials:

material emissivity

metals
Aluminum:
polished
anodized

0.05
0.55

Brass:
rubbed with 80-grit emery
heavily oxidized

0.03
0.61

Copper:
polished
heavily oxidized

0.05
0.78

Gold: polished 0.02
Iron:
cast, polished
cast, oxidized
sheet, rusted

0.21
0.64
0.69

Magnesium: polished 0.07
Nickel:
electoplate, polished
oxidized

0.05
0.37

Silver:  polished 0.03
Stainless steel (18-8)
buffed
oxidized

0.16
0.85

Steel:
polished
oxidized

0.07
0.79

Tin:  plated sheet 0.07
others
Brick 0.93
Carbon:
candle soot
graphite

0.95
0.98

Concrete 0.92
Glass:  polished plate 0.94
Lacquer:
white
matte black

0.92
0.97

Oil:  thick coating 0.82
Paint:  oil-based 0.94
Paper 0.93
Plaster 0.91
Sand 0.90
Skin, human 0.98
Water:
distilled
ice
snow

0.95
0.96
0.98

Wood:  planed oak 0.90

Table 12-2.  Table of emissivities for common materials.
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Example:  Calculate the thermal flux emitted by the human body.

The surface area of a typical person could be estimated at roughly 2 m2.  The body

temperature is 98.6 0F = 37 0C = 310 K.

The total flux, P = (2 m2)(0.98)(5.67 x 10-8 W/m2K4)(310 K)4

P = 1026 W.

 The radiation from a thermal source will be distributed over a wide range of

wavelengths.  The wavelength corresponding to the peak emitted power changes as a

function of the temperature. The spectrum gets narrower as the temperature increases.  In

the Figure 12-3, these relationships are illustrated.

Figure 12-3.  Wien’s law.
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The wavelength of peak emissivity can be predicted for a given target temperature

by Wien’s law.  Note that the object temperature must be in Kelvin (K) and the result is

wavelength in microns.   For the human body at 310 K, the wavelength of peak thermal
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radiation is 9.3 µm.  The exhaust from a jet engine might be about 1000 K, with a peak

wavelength at 2.9 µm.

Example:  Calculate the temperature of the surface of the Sun.

Measurements of the spectrum of sunlight show that λmax = 0.55 µm.  Using Wien’s law in

reverse, the temperature of the surface of the Sun must be

T = 2898/0.55, or

T = 5630 K (about 9700 0F).

Using this result, we can associate the different regions of the infrared spectrum

with characteristic temperatures:

Near IR (0.7 - 1.5 µm)   ⇒  T = 1900 - 4000 K

Intermediate IR (1.5 - 8 µm)  ⇒  T = 360 - 1900 K

Far IR (8 - 100 µm)  ⇒  T = 30 - 360 K

Based on temperature, personnel will be detectable in the far infrared, while engines,

machinery and jet exhaust will be detectable in the intermediate infrared.  Furthermore, the

background thermal radiation from the environment will only affect systems that operate

in far infrared.

Selective Radiators

Narrowband radiation originates when atoms or molecules make transitions

between discrete energy levels. For example, the electron in a hydrogen atom can only

have particular energy levels.  If the electron changes energy levels, the difference in

energy is radiated away as an electromagnetic wave.  The set of all possible transitions in a

particular atom or molecule is unique and can be used to identify the material.  The study

of the spectrum of selective radiation is known as spectroscopy.
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Figure 12-4.  Transitions between energy levels in hydrogen atom.

For weapons systems, the only selective radiator of interest is laser light.  The

term laser is an acronym for “light amplification by the stimulated emission of radiation.”

It is a characteristic of most lasers to have an extremely narrow bandwidth.  A related

property is called coherence, which is the degree to which the light has a single frequency

and phase.  Coherence can be either temporal, meaning the degree to which the frequency

and phase is stable in time, or spatial, meaning the degree to which the frequency and

phase at one location matches that at another location.    Temporal coherence is measured

by a coherence time, which is roughly the inverse of bandwidth.  Spatial coherence is

measured by coherence length, which is nothing more than the coherence time multiplied

by the speed of light. It is the great coherence length of typical lasers that allow their

beams to be narrowly focused.

Lasers may operate in a continuous wave mode, just like CW radar, or in a pulsed

mode. In a pulsed laser, the peak power is related to the average power by the duty cycle

(DC) which is defined analogously to radar,  DC = PW x PRF.  Some typical lasers are

discussed below:

♦ He-Ne.  The laser uses a mixture of helium and neon gases as the active medium.  He-

Ne lasers are commonly used for laser printing, interferometry and bar-code reading.
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♦ Gas ion.  This is a class of laser that uses noble gases like argon, krypton and xenon.

Gas-ion lasers are used in printers, medical treatment and as an excitation source for

other types of lasers.

 

♦ Gas/Metal vapor.  This laser uses a mixture of gas and metal vapor as the active

medium.  A common metal vapor laser uses helium and hadmium (He-Cd).  They are

used for fabrication and inspection of small objects like microchips.

 

♦ Metal vapor.  This type of laser uses a pure vapor of copper, gold or lead.  Metal

vapor lasers are used for high-speed photography, large-image projection television

and materials manufacturing.

 

♦ CO2.  This laser uses a mixture of carbon dioxide, helium and neon.  It operates in the

infrared region, often at high power, in both CW and pulsed modes.  It can be used for

melting (CW mode) and cutting or ablation (pulsed mode).

 

♦ Excimer.  This laser use short-lived molecules combining rare-earth atoms (such as Ar,

Kr, and Xe) and halogens (Fl, Cl, Br, and I).  It commonly operate at ultraviolet

wavelengths for materials processing (cutting or ablation).  Excimer lasers can only

operate in a pulsed mode.

 

♦ Chemical.  This type of laser uses chemical compounds like HF or DF (deuterium

fluoride) that are self-exciting, meaning it uses the energy released from the chemical

reaction to excite the electronic states.  Chemical lasers can be used for portable

weapons systems, where large amounts of power may not be available for excitation.

 

♦ Free electron.  This laser uses a beam of electrons passed through a periodic magnetic

field.  It is tunable over a wide range of frequencies and operates in CW and pulsed

modes.  It has a high power capacity.  Free electron lasers have possible uses as

weapons and for materials processing.

 

♦ Dye.  This laser uses an organic dye in liquid form.  It forms tunable laser sources,

within about 30-40 nm.  There are many different dyes used, covering a total range of

300-1200 nm.  Dye lasers are often used in research applications where a specific

wavelength is required.

 

♦ Solid state.  Common solid state lasers use yttrium aluminum garnate (YAG) or glass

doped with Nd, given the designation Nd:YAG and Nd:Glass.  Other examples are the
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titanium sapphire (Ti:Al2O3).  They are often used as amplifying materials for high gain

laser systems.  They are also used for materials processing, surgery, range-finding and

target designation.

 

♦ Diode.  This laser is a combination of semiconductor materials such as GaAs and

AlGaAs.  InP/InGaAs is also used.  Diode lasers are quite small and are often used in

electronic devices (like a compact disk player) and in fiber-optic systems.

Type Wavelength Mode Continuous
Power

Peak
Power

He-Ne 632.8 nm CW 0.5-100 mW -

Argon-ion 514.5 nm CW 0.1-50 W

He-Cd 353.6 nm CW 10-200 mW

CVL 510.5 nm Pulse - 1 MW

CO2 10.6 µm CW/Pulse 1-10,000 W >1013 W

XeF 351 nm CW/Pulse 100 W >109 W

HF 2.6-3.3 µm Pulse - > 1 MW

Free electron 8 mm -

248 nm

CW/Pulse 10 W >109 W

Dye 300-1200 nm CW/Pulse 2 W 109 W

Nd:YAG 1.064 µm Pulse - 1010 W

Diode 0.5-1.55 µm CW 1 mW - 5 W -

Table 12-3.  Laser types.

Lasers are divided into classes based upon the potential for eye and skin damage.

Class 1: low power/non-hazardous.

Class 2: low power/minor controls necessary, only momentary exposure is allowed.

Class 3: medium power/direct viewing hazard.

Class 4: high power/eye and skin hazard/ possible hazard of reflection or fire hazard.



Chapter 13
Infrared Propagation and Detection

145

 Chapter 13  

Infrared Propagation and Detection

Figure 13-1.  Infrared image utilizing police thermal imaging devices.

Infrared sensors detect and localize a target by collecting and processing its

thermal radiation.  This is considered a passive process because the source of the radiation

is the target itself. An active system, on the other hand, uses a separate source and detects

the energy which is reflected off the target. For example, radar is an active system.

Passive systems cannot measure range directly, because there is no means of determining

the time delay between emission and reception.  However, passive systems do have the

great advantage of being covert, meaning they do not necessarily give away their location

in the process of detecting a target.

The process of collecting and measuring the radiation from the target is called

radiometry. The following list of common terms and symbols will prove useful:

♦ Flux, Φ.  The rate of energy flow per unit time, which, of course, is power. Flux has

the same units as power, namely Watts (W).  The term flux may be applied either to

the power leaving the target or to the power, which is collected by the detector.
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♦ Exitance, M.  The flux per unit area of the source, which for our purposes is also the

target.  Exitance has units of W/m2.  For thermal radiators, exitance is given by the

Stefan-Boltzmann law, namely

M = εσT4

♦ Incidence, E. The flux per unit area arriving at the detector.  Incidence, like exitance,

has units of W/m2.

Fundamental to the process of detection is the relationship between the incidence

(E) and the exitance (M). Ultimately, to quantify the detection ability of a receiver, we

must derive a transfer equation which relates the two quantities E and M; E = (?) M,

where (?) represents some unknown (at this time) transfer function.  As you may guess,

the transfer function will depend on the area of the target and detector, as well as the

range between them. In order to proceed any further, however, we now must make some

simplifying assumptions about the transfer of energy from the target to the detector.

Spreading

The thermal radiation that leaves the surface of the target will have a particular

distribution of directions.  Depending on the shape of the object, there may be more

radiation emitted in some directions than in others.  In the general case, it is not possible

to know the complete distribution of radiation without detailed knowledge of the surface

of the target.  However, there are two idealized shapes that can be used to make

predictions.

Point Source

If we assume there is no preferred direction, then the thermal radiation will be

evenly distributed.  In other words, there is complete spherical symmetry.  For example, if

the target were a uniform ball, it would have to radiate equally in all directions, or

isotropically.  In this case, it appears as if the radiation where coming from a point at the

center of the object.
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Figure 13-2.  Point source geometry.

Under this assumption, the transfer function will have a factor of 1/4πR2 to

account for the spreading of energy in all directions, and a factor which is the surface area

of the source, A.  Thus,

E = (A/4πR2)M.

The point source model applies well to long-range detection, where the target appears

small in the field-of-view of the detector.  At shorter ranges, where the source appears as

an extended object, we must use a different model.

Lambertian Source

When the target is large and/or close to the detector, it will appear as an extended

object, different areas on the surface will come into the detector at different angles of

incidence.  To the detector, the target will appear as a two-dimensional object (i.e. flat),

with an area equal to the projection of the surface area in the direction of the detector.  So

that the exact three-dimensional shape of these objects is inconsequential, the target is

modeled as a flat source.  The radiation appears to the detector to come from the

projected area of the object in the direction of the detector. A target that can be modeled

in this manner is known as a Lambertian source.  The defining characteristic of a

Lambertian source is that all areas on the surface radiate equally regardless of where on
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the surface they are.  For example, the sun appears as a bright disk, with equal brightness

for all areas on its surface.

Detector
θ

projected area
A
proj

surface area
A

each equal element of area

contributes the same regardless

of angle

Lambertian Source:
E = AprojM/πR2

R

Figure 13-3.  Lambertian source geometry.

The transfer relation for a Lambertian source uses the projected area of the target,

Aproj.

E = (Aproj /πR2) M.

When compared to the point source case, there is a factor of 4 that appears to be missing.

However, if you compare the two formulations for a perfectly spherical source, they will

yield the same results. A sphere has a surface area A = 4πa2 where a is the radius of the

sphere.  The projected area Aproj = πa2.  Hence, when these terms are used in the

respective equations, the factor of four is recovered and the transfer functions are

identical.  This will not be true in general.  For example, a cube has projected area equal to

1/6 of its total surface area.

Absorption/Scattering

In the previous discussion, the transfer function was derived on the basis of purely

geometrical concepts.  However, it is not true that detectors can capture all of the radiated

energy.  The intervening medium between the source and the detector, namely the

atmosphere, will scatter and possibly absorb some of the energy passing through it.  The

overall loss in the flux is called attenuation, and is determined by a variety of factors.
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Primarily, the attenuation is a function of the wavelength and range.  Additionally, it will

depend on the nature of the atmosphere, such as the humidity, visibility, weather and so

forth, but these factors are too variable to treat other than empirically.

Dependence of Attenuation on  Wavelength

The atmosphere is made up of a mixture of gases, predominately nitrogen and

oxygen.  Table 13-1 illustrates the typical composition of dry air.

Constituent Volume %

Nitrogen, N2 78

Oxygen, O2 20.9

Argon, Ar .9

Carbon dioxide, CO2 .04 (variable)

Water vapor, H2O 0-2 (variable)

Table 13-1.  Atmospheric constituents.

The molecules of the atmosphere can only absorb energy at certain wavelengths,

corresponding to transitions between two of their discrete energy levels.  Although

nitrogen and oxygen are by far the most abundant, they do not absorb strongly in the

infrared spectrum.  Only water vapor and carbon dioxide play a significant role.  They

appear in varying amounts and therefore, one can expect a variation in the amount of

attenuation.  Of particular note is the strong absorption by water vapor for wavelengths in

the 6-8 µm band.  The corresponding characteristic temperatures (i.e. the temperature

which gives these values for the peak wavelengths) are 90-210 0C.  This makes detection

of sources within this temperature band difficult.

Dependence of Attenuation on Range (Bouguer’s Law)

The amount of attenuation by the intervening atmosphere will depend on the

amount of flux.  In general, the higher the flux, the greater the losses.  This is similar to

radioactive decay, where the decay rate is proportional to the amount of material present.

In both cases, the differential equation may be solved and results in an exponential loss

law.  For electro-optics, this is known as Bouguer’s Law which states that the fraction of

flux that remains after attenuation, τ, is a function of range,

τ = e-βR,
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where: β is the extinction coefficient, and has units of m-1; and R is the range.  The factor

τ is known as the transmission coefficient, and is dimensionless.  At short range, τ will be

close to 1.0 but will decrease as the range increases.  At long range, τ will be close to

zero.
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Figure 13-4.  Atmospheric attenuation.

The extinction coefficient determines the range at which the transmitted flux is

significantly reduced.  When the range is 1/β, the transmission coefficient will be 0.37.

The extinction coefficient will generally be different for each detector, since the band of

wavelengths each detector looks at are usually different.  Furthermore, it will depend on

the exact atmospheric conditions, including weather, season, time of day, and altitude.

Some typical extinction coefficients are given in Table 13-2.

Band (µm) Extinction coefficient, β

3-5 6.7 x 10-5 m-1

8-12 2.0 x 10-4 m-1

Table 13-2.  Extinction coefficients.

The transmission coefficient, τ, can be applied directly to the transfer function.
For example, for a point source,
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E = (τA/4πR2)M.

The Collected Flux

Aperture

The incidence, E, represents the power per unit area that arrives at the detector.  As a
rough estimate, one could multiply the incidence by the size of the opening to the detector
to determine the amount of flux that gets collected by the detector.  However, this process
is not 100% efficient.  Some of the flux may be reflected, scattered or absorbed by the
materials.  Therefore, in complete analogy with radar, the effective area for collecting the
incidence, is called the detection aperture, is given the symbol Ae.  For consistency, the
aperture is defined by,

Ae = ρA.

Where:
ρ = the efficiency of the collection for the detecting system; and
A = the physical size of the opening into the detector.

The physical opening into the detector can be limited by an aperture stop (A.S.),
which is physical barrier at the entrance of the detector.  The aperture stop will limit the
amount of flux that can enter the detector, but in turn, can improve the depth of focus
(which will be discussed in the next chapter).

Entrance
Aperture, D Aperture

Stop

(A.S.)

Reduced
Aperture
Size

Less light let in.

Figure 13-5.  How an aperture stop affects the collected flux.
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For a given aperture, Ae, the amount of flux that will be collected by the receiver is the

product of the incidence and the aperture:

Φcollected = Ae E.

Bandwidth Factor, F

Thermal radiators emit their energy over a wide band of wavelengths.  In general,

it is not possible to design a detector, which will be equally sensitive over all the

wavelengths in this range.  Therefore, there will be some upper and lower bounds on the

wavelengths that can be detected.  Designate these bounds as λupper and λlower. We assume

that the detector can pick up any energy that is within this range and nothing that is

outside of it.  Define the bandwidth factor, F, to be the fraction of the radiation from the

target that is within the sensitive band of the detector. Given F, the flux collected and

detectable by the receiver is

Φreceiver = FAeE.
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Figure 13-6.  Detection band.

The detector bandwidth factor, F, could be obtained by integrating figure 13-6

between the limits of wavelengths for the detector.  This curve varies with target

temperature, so it is useful to remove this dependence.  The universal blackbody curve
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represents the fraction of the total flux which is outside of the band from zero to the new

variable λT, in units of µm-K.
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Figure 13-7.  Universal blackbody curve.

Since the variable λT now carries the temperature dependence, this curve can be used for

all sources.  The bandwidth factor F can be found by using the curve twice, once for the

lower limit and once for the upper limit, the difference is the desired bandwidth factor F.

This process is best illustrated by the following example.

Example:  find the bandwidth factor, F, for a detector operating between 2 and 6 microns,

for a target at 500 K.

First, find the fraction of flux outside of the band from 0 to 1000 µm-K (corresponding to

the smallest wavelength detectable, 2µm times the temperature, 500 K),

The fraction below 0-1000 µm-K = 0.0 (i.e. nothing is detected).
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Secondly, find the fraction of the flux below the band from 0 to 3000 µm-K

(corresponding to the largest wavelength detectable).

The fraction below of 0-3000 µm-K =  0.25

Therefore, the fraction of the total flux within the band of 1000 to 3000 µm-K is 0.25 -

0.00 = 0.25, or 25%

F = 0.25

Maximum Range Equation

Having discussed all the preliminaries, we can now put it all together and predict

the maximum range at which infrared detection can take place.  Similarly to radar, let Smin

represent the minimum flux that the receiver can detect.  Then the criterion for successful

detection can be written as

Φreceiver  > Smin,.

Since the amount of flux at the receiver decreases with range, at maximum range, Φreceiver

= Smin, or:

Φreceiver   = AT M F Ae/(4π R2
max) = Smin.

This can be solved for the maximum detection range, Rmax.  Finally we substitute in the

Stefan-Boltzmann Law for exitance M and obtain:

R
A T FA

SMAX
T e=
εσ
π

4

4 min

Equation 13-1.  Maximum IR detection range in a vacuum.

Note that the factor for atmospheric transmittance, τ, has been omitted from this equation.

Recall that the atmospheric attenuation is a function of range.  This would make it

impossible to write an equation for range in a closed-form.  Therefore, the maximum

range that is predicted by this formula does not include atmospheric attenuation.  This
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factor can be included as a correction, using numerical or graphical means to solve for the

true range.

If the predominant source of noise is the background environment, the detector is

said to background-limited.  In this case, Smin will depend on the temperature of the target

in relation to the background.  Not only will a higher temperature increase the contrast

between the target and the background but will also serve to separate their spectra as the

peak wavelength shortens.   If the predominant source of noise is the detector itself, the

detector is said to be noise-limited.  The minimum flux again can be written as:

Smin = (S/N) NEP.

Where:

S/N = the signal-to-noise ratio required for detection; and

NEP = the noise-equivalent power.

Example:  Find the maximum detection range for a point-source target.  The target has a

surface area of 2 m2, emissivity of 0.95 and temperature of  500 K.  The detector has:

Aperture = 0.1 m2,

Detection band = 2-6 µm, and

Smin = 6 x 10-7 W.

Step 1:  Compute F, using the universal black-body curve with arguments of 1000 and

3000 µm-K ⇒ F = 0.25

Step 2:  Calculate range

)106)(4(

)1.0)(25.0()500)(/1067.5)(95.0)(2(
7

24282

Wx

mKKmWxm
R

−

−

=
π

 = 4725m
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 Chapter 14  

Electro-Optical Imaging Systems

Figure 14-1.  Night vision goggles amplify ambient light sources to enhance night vision.

The Field of View (FOV)

The field-of-view  (FOV) is the range of angles from which the incident radiation

can be collected by the detector.  The field of view may be decomposed into its horizontal

and vertical components, labeled as HFOV and VFOV respectively.  In both cases the

FOV is determined by a combination of the focal length of the lens, f, and the size of the

field stop, DF.S.

The focal length of a lens is the distance from the center of the lens to the point

where all of the incident radiation (or light) coming from a source at infinity will be

focused.  If the source is at infinity (or very far away), the incident rays of radiation will be

nearly parallel.  The lens will refract them all to the same point, namely the focal point of

the lens.
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Focal Point

focal
length,

f

Figure 14-2.  Focal point of a lens.

The field stop is a device that blocks rays that are beyond its dimensions from

reaching the detecting element(s). The detecting elements are located at the focal plane,

which is usually not the same location as the focal point. The location of the focal plane

determines at what range objects will be brought into focus.  The field stop is located just

before the focal plane.  If there is no physical stop, then the boundaries of the detecting

elements determine the field stop dimensions.

f

d

IFOV

focal

plane

FOV

field stop

(F.S.)

D
F.S.

Figure 14-3.  Fields-of-view.

As can be seen from the geometrical construction in Figure 14-3, the diameter of

the field stop, DF.S. affects the FOV.  If the field stop is made smaller, the FOV will be

reduced accordingly.  By analogous reasoning, the instantaneous field-of-view (IFOV) will
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be affected by the size of the individual detecting element, d.  The IFOV is the range of

incident angles seen by a single detecting element in the focal plane.

The IFOV and FOV can be calculated using trigonometry:

IFOV
d

f

FOV
D

f
F S

=

=

−

−

2
2

2
2

1

1

tan ( )

tan ( ). .

For small angles, less than 200, which is generally true for IFOV, the inverse tangent can

be accurately approximated by tan-1(x) ≈ x (radians), in which case, IFOV ≈ d/f,  (if d/f

<<1).

Example:  find the FOV and IFOV for a 35 mm digital camera with a 50 mm lens, that

uses 1152 x 864 resolution.

First, “decode” the terminology:

50 mm lens  ⇒ focal length f = 50 mm.

35 mm ⇒ the field stop DF.S.  =  35 mm (for a conventional film camera, this is the size of

the film).

1152 x 864 resolution  ⇒ there are 1152 pixels in the horizontal direction and 864 in the

vertical.

Therefore,

FOV = 2 tan-1[35/(2x50)] = 38.6 O

Assuming IFOV<<1,

The instantaneous field-of-views may be calculated by noting that the FOV must be

divided by the number of elements to get the IFOV:

HIFOV (horizontal) = FOV/1152 = 0.03 O

VIFOV (vertical)   = FOV/864 = 0.045 O



Chapter 14
Electro-Optical Imaging Systems

160

Depth of Focus

The focal plane must be placed so those objects at the desired range will be in

focus.  For any object range, all the rays from that object will come together at a unique

location beyond the lens.  If the object is at a very long range, the rays will come together

at the focal point.  At shorter ranges, that point gets further and further from the lens.

f

sO sI

Figure 14-4.  Object and image distances.

The distance of the object in front of the lens, sO, and the location of the focused image

behind the lens, sI, are related by the Lens Maker’s Equation:

1/sO + 1/sI = 1/f.

If the focal plane is so located that the object is in perfect focus, meaning the

object and image distances satisfy the lens maker’s equation, the question becomes: at

what range from the object does the image become noticeably unfocused?   As the object

distance is changed, its image will become spread out on the focal plane.  When the image

becomes so spread out that it overlaps the adjacent detecting elements, the overall image

will be distorted.  So, the size of the detecting element determines the limits beyond which

the image is considered to be unfocused.  The range of object distances which satisfy the

criterion for making a suitably focused image is called  the depth of focus.

The depth of focus depends initially on the detecting element size and the focal

length.  In practice the depth of focused can be controlled. This is accomplished by the use

of an aperture stop (A.S.).  As we have already seen the aperture stop will limit the

amount of flux that is collected.  So it would seem that the largest possible aperture stop is

the most beneficial.  However, the larger the aperture stop, the shorter the depth of focus.

This is illustrated by another geometrical construction.
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Figure 14-5.  Depth of focus.

By limiting the range of angles at which the rays may enter the optics, the aperture

stop actually improves the depth of focus.  As a trade-off, however, reducing the aperture

stop limits the amount of flux that can be collected by the detecting system, and therefore

would require more sensitive detecting elements to achieve the same maximum detection

range.  This is why smaller apertures require longer exposure times in conventional

photography.

Scanning vs. Staring Sensors

In the previous discussion, it was assumed that at the focal plane, there was an

array of detecting elements, one for each part of the image within the field-of-view.  This

configuration is used in staring sensors.  The resolution of the object within the field of

view is determined by the IFOV.
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Object
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Figure 14-6.  Staring (parallel scan) system.

All of the detecting elements in a staring sensor are simultaneously exposed to the

image from the object, and therefore can produce output in parallel. The output of the

detecting elements is scanned once to create a complete image, or frame.  In standard

video, each frame lasts 1/30 of a second.  The frame rate is how often the frame is

changed, therefore, the frame rate would be 30 Hz.  The frame rate limits how long each

element of the image is incident upon the detecting element, known as the dwell time,

τdwell.  In a staring system, the dwell time is the same as the duration of the frame, or the

reciprocal of the frame rate.  Generally, the longer the dwell time, the more sensitive the

detector is.  Alternately, the longer dwell time reduces the electrical bandwidth and

therefore the noise of the detector, which has the same result.

A single detecting element can be used in a scanning system.  In this configuration,

some device is used to sequentially scan the instantaneous field-of-view (here determined

by the aperture) to a single detector.  The scanning system might be a rotating mirror,

which directs the IFOV onto a single element.  The scanning system might be used in

applications where the detecting elements are very expensive.  Since only a single element

is used, it is much cheaper than the typical, 640x400 array of a staring sensor.
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Figure 14-7.  Scanning (serial scan) system.

Since only the IFOV is directed on the detector at any one time, the output of the

scanning system is serial.  For a scanning system, the dwell time is determined not only by

the frame rate, but also by the total number of elements (or pixels) in one complete image.

For example, the 640x400-pixel images of the standard VGA monitor uses 1/256,000 the

dwell time as compared to an equivalent staring system.  The reduced dwell time increases

the electrical bandwidth, which can in turn increase the noise in the system.

Resolution

Spatial Resolution

The spatial resolution of an imaging system is its ability to distinguish separate objects

or parts of an object within its field-of-view.  The smallest image element is determined by the

IFOV.  There may be different vertical (VIFOV) and horizontal (HIFOV) instantaneous fields-

of-view.  For an object at some range, R, from the detector, the IFOV will encompass some

length.  For example, if the IFOV = 1 mrad, then at 1000 m, the instantaneous field-of-view

will cover 1 m in length.  The spatial extent of the IFOV at object range R is estimated (for

small angles) by

height:  ∆h ≈ R x VIFOV(radians)

width: ∆w ≈ R x HIFOV(radians)



Chapter 14
Electro-Optical Imaging Systems

164

Example:  find the spatial resolution at 500m of  a staring sensor with a FOV = 100 x 100

using a 100 x 100 detecting element focal plane array.

Since the FOV in either direction is 100, the IFOV is just 1/100 th or:

HIFOV= VIFOV = 0.10 = 1.7 mrad

At 500 m,

∆h = ∆w = 500 m (0.0017) = 85 cm

Thermal Resolution

For infrared imaging systems, that detect the thermal radiation from objects, an

important measure of performance is its ability to detect small changes in temperature.

The smallest temperature difference a system can detect (and therefore can display

differently) is called the thermal resolution.  Changes, which are too small to be

distinguished from the background noise in the system, will not be detected.  Sometimes

thermal resolution is described by NETD, which stands for noise-equivalent-temperature-

difference.  NETD is the temperature change, which changes the collected flux by an

amount equal to the noise-equivalent-power (NEP).

The thermal resolution (or NETD) can be improved by increasing the size of
the detecting elements, since more flux will be collected by each.  Unfortunately, this

would degrade the spatial resolution by increasing the IFOV.  As a general result (which is

not proven here) the thermal and spatial resolution are inversely proportional.

Spatial and Thermal Resolution, MRTD

Since it is not possible to simultaneously achieve high spatial and thermal

resolution, neither is a good measure of the overall IR imaging system performance.  A

single quantity, called the minimum resolvable temperature difference, MRTD, measures

both performance factors simultaneously.  MRTD is determined experimentally and takes

into account all of the various theoretical and real-world factors that matter.  The

measurement is done by slowly heating a test pattern at some range from the detector.

The target is shown in Figure 14-8.
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Figure 14-8.  MRTD target.

From one bar to another is a single cycle of the test pattern (like waves).  Since the

spacing is d, the spatial frequency is 1/d with units of cycles/m.  Since the spatial extent is

related to the IFOV by the range, the spatial frequency can be expressed as cycles/mrad

calculated from 1000/(R x IFOV).

MRTD is the temperature difference at which the bars first become visible against

the background.  MRTD has units of oC at a given spatial frequency (in cycles/mrad).

MRTD combines both spatial and thermal resolution into a single quantity that can be

used to compare systems.

Example: MRTD =  0.05 OC at 0.5 cycles/mrad,
compute the thermal and spatial resolution at 1000 m.

The thermal resolution is 0.05 O, which represents that smallest temperature change that
can be detected, at any range.

First compute the IFOV:

IFOV = 1/0.5 cycles/mrad = 2 mrad.

At R = 1000m, the spatial resolution is

∆w = R x IFOV,
∆w = (1000 m) x (0.002), or
∆w = 2m.
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Infrared Search and Tracking (IRST) Systems

A passive infrared tracking system has the additional complication of range

determination.  Unlike radar, which can measure the range directly, the passive system

must use other means. There are two main ways in which range information is obtained:

triangulation and in combination with a laser range-finder.

Triangulation (passive)

This requires two or more sensors, preferably very far apart.  The accuracy of the

system improves with the separation distance.  What is required is a difference in measured

bearing, ∆θ, to the target from the two sensors which are separated by distance d.

∆θ

d

R

Figure 14-9.  Triangulation.

 If the sensors are spaced along a line perpendicular to the direction of the target, the
range is determined by:

R = d/2tan(∆θ/2)

The limit of the system is reached when the difference in bearing is equal to the HIFOV,

therefore the maximum range at which the system can function is

Rmax = d/2tan(HIFOV/2)
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Example:  suppose the HIFOV is 1 mrad (0.06o) and the sensors are spaced by 10 m, find

the maximum triangulation range.

Rmax =  10/2tan(0.06o/2) = 9500 m.

Laser range-finder (passive-active combination)

The laser operates in a pulsed mode and obtains the range in an identical manner to

a pulsed radar system.  This can be used for continuous range tracking when combined

with the bearing and elevation tracking from the IR system.  Since the laser beam has a

very small beamwidth, it is necessary to use the bearing and elevation tracking to aim the

laser at the target.  The laser range finder will have the parameters of PW and PRF just

like radar, with the same implications.  For example, minimum and maximum

unambiguous range.  However, the pulsed laser range finder is generally unsuitable for

Doppler measurement because the first blind speed is very low (order of cm/s).

Visible Band Imaging  Systems

Thermal radiators at reasonable temperatures all emit energy in the infrared band.

In order for the radiation to be in the visible, the radiator would have to be at a

temperature approaching that of the surface of the sun.  Therefore, detectors that operate

in the visible band (0.4 to 0.7 µm) cannot be used to detect thermal radiation. They can

however, improve upon normal human eyesight.  There are two main things that visible

imaging systems can improve upon:  magnification and light amplification.

Magnification

We are all undoubtedly familiar with magnifying systems like binoculars and

telescopes.  These can also be thought of as parts of weapons systems for example, the

scope on a rifle or the periscope on a submarine.  In fact, these can provide highly

accurate bearing, elevation and range which is all you could ask of any weapons sensor.

The magnification for a simple thin lens can be derived by the construction in

Figure 14-10.
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Figure 14-10.  Transverse magnification.

 For relatively long ranges, where R >> f, this simplifies to hI = hO f/R.  The

transverse magnification is the ratio of the image to the object:

MT ≡ hI/hO ≈ f/R, for R>>f.

To make a telescopic sight, or scope, two lenses are as shown in Figure 14-11.

fo fe

αu

αa

Figure 14-11.  Angular magnification.

If the object subtends an unaided viewing angle, αu, then the combination of lenses

alters the incoming rays so that they appear to subtend an aided viewing angle, αa.  When
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αa is larger than αu, the object appears larger and is therefore magnified.  The angular

magnifying power, MP, is defined by:

MP ≡ αa/ αu.

The correct combination is achieved by placing the focal point of the objective lens

at the focal point of an eyepiece lens.  When this is done, the relationship between the

focal lengths of the objective and eyepiece lens will determine the magnification power.  If

we consider rays coming in from a great distance, the relationship can be constructed as

shown in Figure 14-12.

fo
fe

αu

αa

fe

fo

Field

Stop

Figure 14-12.  Magnifying power.

The magnifying power is found from:

MP = αa/ αu  = tan-1(DF.S. /2fo)/tan-1(DF.S./2fe).

As long as we are only considering small viewing angles (unlike the illustration), which is

normally the case, the magnification power is:

MP ≈ fo/fe.

If the aperture stop of the objective optics is Do, the image size of the objective after it

passes through the system will be De, therefore,

MP = fo/fe = Do/De.
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Binoculars and telescopes are specified by the two-number combination:  MP x Do

(in mm).  For example, 7x50 binoculars have MP = 7 and Do = 50 mm.  The larger the

objective diameter, the better the performance in low light situations.   The field-of-view is

controlled by the field stop.  Generally, binoculars have a set field-of-view which is about

80.  You may also have noted that this simple system would result in an inverted image.  In

practice, this is corrected by an erecting system between the objective and eyepiece lenses.

Stadimeter Ranging

Range can be obtained from a strictly passive visible-light optical system if the size

of the object is known.  The principle if based on trigonometry (again!).  Suppose we have

and object with height, h, at some unknown range, R.  If the angular extent of the object is

measured to be θ, then the range can be determined from

R = h/tan(θ)

Of course, this result is not particularly handy since it would require a calculator.

This result is commonly used when the angle is small, for example 10.  If we express the

angle in radians, then the small angle approximation (angles <π/6 or <30°) can be used,

tan(θ) ≈ θ.  For small angles,  the stadimeter range equation becomes

R ≈ h/θ, (angle in radians)

or

R ≈ 60h/θ, (angle in degrees)

This can be used to derive the handy thumbrule:

An object 100 feet tall will subtend 1o at 1 nautical mile.

For other heights or angles the range can be found by taking a ratio.

Example: using binoculars with an 8° field-of-view, you observe a 1200 ft. tower which
fills one-quarter of the FOV.  Find the range to the tower.

The angle is 2°, which is one-quarter of 8°.

If a 100 ft. tower subtends 1° at 1 nm, then it would subtend 2° at 0.5 nm.
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The 1200 ft, tower subtends 2° at 12 x 0.5 nm, or 6 nm.
R = 6 nm.

Light Amplification

So called low-level-light (LLL) systems are designed to enhance the light which is

reflected from targets.  Unlike infrared, LLL systems require some background

illumination in order to function.  These systems only amplify what is already there from

external sources like moon or star light.  The output from the eyepiece of an ordinary

scope is put into an image intensifying tube.  This consists of three parts:

♦ Photocathode.  The incoming light causes the photocathode to give off electrons.

 

♦ Electrodes.  These are pairs of plates at a high voltage difference, so that the electrons

are accelerated between them.  The electrons move from the cathode to an anode.  In

order to achieve high gain, dynodes, which act as both anode and cathode, are placed

in between.  The electrons are collected from the photocathode at the first dynode.

This causes the emission of secondary electrons, which in turn are accelerated again.

Each pair of dynodes acts as a stage, and at each stage the total number of electrons in

increased.

 

♦ Phosphorus plate. After the number of electrons has been increased many times, a

phosphorus plate is placed just at the other end from the photocathode.  When the

electrons strike the plate it emits light, which is typically green.  Gain is achieved by

increasing the number of electrons in stages.  Using many stages, the light can be

increased by over 30,000 times what came into the detector.
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High
voltage

Amplified light
(high intensity)

Incoming light
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Figure 14-13.  Image intensifying system.

LLL systems intensify the amount of light already present. They will not work if

there is no light present.  Additionally, they can become saturated if too much light is

present.  The size and number of detecting elements determine the resolution of the LLL

system.  As a general rule, the resolution varies inversely with the sensitivity.  For

example, using many stages, the number of electrons reaching the phosphorus plate can be

increased greatly.  When the electrons reach the plate, it will be difficult to finely focus this

hoard of electrons back into the small elements of the image without any overlap or

interference.  Another way to improve sensitivity would be to collect more light at the

entrance (objective lens) by increasing the aperture stop.  This, however, would affect the

depth of focus.

Low-level-light systems are not suitable for precise imaging by the very nature of

their operation, so it is not significant if the image quality is low.  What is needed is the

ability to detect the presence of objects such as troops or vehicles.

LLL systems may be combined with their own light sources for use in conditions

where no ambient light exists, for instance inside of buildings.  Of course, the system is no

longer passive and its use can be detected.  Furthermore, LLL systems can be combined

with narrow beamwidth laser light sources, which can produce a bright reflection off the

target in order to provide accurate weapons sighting.

Laser Target Illumination

Since laser light has a narrow beamwidth it is well-suited to precise measurement.

A laser tracking system using the same design as the radar servo tracking system would be

extremely accurate.  As an added benefit, the reflected beam can be used to guide

weapons into the target.  When used in this manner, the laser servo tracking system is

called a target illuminator.  Target illumination can be provided by either the weapon

itself or more commonly, by a third party.
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Figure 14-14.  Target illumination.
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 Chapter 15  

The Acoustic Environment

Figure 15-1.  EDO 4 VDS (Variable Depth SONAR) towed sonar system.

Sonar (sound navigation and ranging) systems have many similarities to radar and

electro-optical systems.  It can be generated, controlled, directed, transmitted, and

received to perform in water, the communications, navigation, detection, and tracking that

electromagnetic energy is used to accomplish in air.  Detection is based on the

propagation of waves between the target and detector.  However, in sonar systems, the

waves are acoustic and not electromagnetic.  In an active sonar system, the acoustic wave

propagates from the transmitter to the target and back to the receiver, analogous to pulse-

echo radar.  A passive sonar system, where the target is the source of the energy, the

acoustic wave propagates from the target to the receiver, analogous to passive infrared

detection.  Therefore, a great deal of what has been discussed about these systems will

also apply to sonar.  On the other hand, sonar differs fundamentally from radar and

electro-optics because the energy is transferred by acoustic waves propagating in water.

In sonar, the characteristics of the environment (i.e. the ocean) will dramatically affect

how the waves propagate.
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Acoustic Waves

The term acoustic wave refers to sound either in water or air.  Fundamentally, they

are longitudinal waves, meaning the disturbance is in the same direction as the

propagation.  If we consider a string of objects, like weights connected by springs, there

will be two possible ways of propagating a disturbance down the string.  The first method

is to displace the weight in a direction perpendicular to the string.  This will create a

transverse wave.  As the weight is moved off the axis, the springs from the adjacent

weight will exert a restoring force that pulls it back on axis.  The other method is to

displace the weights along the axis of the string.  This creates a longitudinal wave.  Again

the restoring force will tend to push the weight back into place.

Transverse Displacement

Longitudinal Displacement

Figure 15-2.  Transverse and Longitudinal Waves.

Water can be modeled as a string of weights connected by springs, but of course,

in three dimensions.  The weights are the molecules of water and the springs are the inter-

molecular forces that tend to keep water molecules together, but also separated from each

other.  In other words, there will be a resistance against pulling the water molecules apart.

There will also be resistance against pushing them closer together.  The “spring” model

should therefore be a reasonable way to describe the inter-molecular forces. 

Considering an extended body of water, the restoring force will be felt locally as

pressure; or force per unit area.  The parameter of an acoustic wave, which measures the

disturbance, is therefore the pressure.  The amplitude of the wave is the peak pressure

reached in a complete cycle.
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Figure 15-3.  Pressure Wave.

Propagation Speed

For a non-dispersive medium, which water is to some extent, we would also

expect the same type of relationship between wavelength and frequency as with

electromagnetic waves.  The only difference is that the speed of propagation is slower, on

the order of 1500 m/s in water, and is not constant. The speed of propagation varies with

the ambient temperature, pressure and salinity.  The dispersion relation is

fλ = c(T,p,S),

where c(T,p,S) is the speed of propagation as a function of temperature (T), pressure (p)

and salinity (S).

 The speed of propagation has a fairly complicated dependence on these three

variables, and has been determined empirically.  The effect of changes in any of these three

independent parameters can best be stated in three thumbrules:

1o C increase in temperature ⇒ 3 m/s increase in speed;

100 meters of depth increase  ⇒ 1.7 m/s increase in speed; and

1 ppt (part per thousand) increase in salinity ⇒ 1.3 m/s increase in speed.
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By far, the greatest variation in ocean water occurs in the ambient temperature.

Changes by as much as 30o C are possible over the range of depths in which a submarine

operates.  If the temperature were uniform, it would require a depth change of more than

5000 ft. to change the propagation speed by the same amount.  Variations in salinity are

limited to regions where fresh and salt water mix, such as a river delta.

Sound Pressure Level (SPL)

The fundamental parameters of an acoustic wave are the amplitude, which is peak

pressure, wavelength (or frequency), and phase.  Pressure has units of force/area, which

are N/m2 (Newtons/m2) in SI (system international) units.  A N/m2 is called a Pascal (Pa),

i.e. 1 Pa = 1 N/m2.  Table 15-1 lists many of the commonly used units of pressure.

Units Normal atmospheric
pressure

atmospheres (atm) 1

bar 1.01325

Pascal (Pa) 1.01325 x 105

Pounds/in2 (psi) 14.6960

Inches Hg 29.9213

mm of Hg (torr) 760

Inches of Water 406.8

dynes/cm2 1.01325 x 106

Table 15-1.  Common Units of Pressure.

The power per unit area in an acoustic wave varies as the square of the pressure.

Intensity (I) is the power per unit area, and therefore,

I ∝ p2.

For working purposes, we define the sound pressure level (SPL) as:

SPL ≡ 20 Log[p/(1 µPa)],
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where 1 µPa is the reference value, similar to the way 1 mW is used in the definition of

dBm when discussing radar. The exact coefficient of proportionality between intensity and

pressure cancels out since SPL is taken as a ratio.  Note that a factor of 20 is used in front

instead of the usual 10 used for decibels.  The additional factor of 2 arises when the

exponent is brought out from inside the logarithm.  For example, 10 Log(x2) = 20 Log(x).

When compared to radar, sonar equations will look totally different because they will be

expressed in decibels (SPL).

Combining Sound Pressure Levels

Consider two waves which constructively combine to double the intensity (or

power) or we generate a wave in active sonar in which we have double the original power.

What we find in the intensity of the SPL is an increase of +3dB:

The wave before doubling its intensity (i.e. power)

SPL1 = 20 Log(p1/1 µPa)= 10 Log {p1
2/(1 µPa)2}

The wave after doubling its intensity (i.e. power)

SPL2 = 10 Log{ 2p1
2/(1 µPa)2}

SPL2 = 10 Log{p1
2/(1 µPa)2} + 10 Log(2)

SPL2 = SPL1  + 10 Log(2),           but 10 Log(2) = + 3,

⇒ SPL2 = SPL1 + 3.

If you need to add two SPL’s, you cannot use ordinary addition as the example

shows.  For instance, if SPL1 = SPL2 = 60 dB, SPL ≠ 120 dB.  The correct answer is 60

dB combined with 60 dB gives 63 dB.  A shorthand notation that will remind us to apply

special means to combine levels is the symbol “⊕.”  For example, the equation should be

written as:

60 dB ⊕ 60 dB = 63 dB.

There are two common methods for combining any two arbitrary sound pressure

levels, brute force and tabular.
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1.  Brute force.  When two levels combine, you cannot simply add the peak pressures in

the waves.  You can only add the intensity, which varies as pressure squared.  To combine

two levels, you must first “undo” the logarithm, add the pressure squared terms, then re-

apply the logarithm.  In detail:

SPL1 = 10 Log{ p1
2/(1 µPa)2}

p1
2/(1 µPa)2 = 10SPL1/10

SPL = 10 Log{ p1
2/(1 µPa)2 + p2

2/(1 µPa)2}

SPL = 10 Log{10SPL1/10 + 10SPL2/10}

Let’s see if it works on the prototypical problem:

60 dB ⊕ 60 dB = 10 Log{ 106 + 106} = 63 dB 4

2.  Tabular method (easy way).  When combining two sound pressure levels, you first find

the difference between the levels, and then use Table 15-2 to find the amount which is

added to the larger of the two.

Difference between sound pressure levels (SPL) Add this amount to larger:

0-1 3

2-4 2

5-9 1

>9 0

Table 15-2.  Combining Decibels.

Again, to find 60 dB ⊕ 60 dB, the difference between the two is zero ⇒ add 3 to the

larger:

60 dB ⊕ 60 dB = 60 dB + 3 dB = 63 dB 4
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Propagation Paths
To gain insight into how the environment can affect propagation, we must know

how the propagation speed varies in the ocean.

The Sound Velocity Profile (SVP)
The largest variation in the speed of sound in water occurs with changes in depth.

The ambient pressure increases with depth causing a uniform increase of +1.7 m/s for
every 100 m increase in depth.  Furthermore, the ambient temperature changes with depth,
causing an additional change in the propagation speed.   A plot of propagation speed
(velocity) as a function of depth is called the sound velocity profile (SVP), and it is the
fundamental tool for predicting how sound will travel.  Neglecting salinity, the SVP can be
obtained from sampling the ambient temperature at various depths (the pressure
contribution is a uniform increase).  An inexpensive probe to do this is called an
expendable bathythermograph (XBT).  The resulting SVP is shown in Figure 15-4. The
SVP reveals some common structure to the ocean.  The water can be divided into three
vertical layers: surface, main thermocline and deep isothermal.

D
e
p
t
h

Speed of Sound

Deep Isothermal Layer,
+ 1.7 m/s for every 100 m of depth

Main Thermocline

Surface or Seasonal Layer

Figure 15-4.  Ocean layers.
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The surface (seasonal) layer is at the top and is the most variable part.  As the

name suggests, the profile will change depending on the time of day (diurnal variation) and

the season (seasonal variation).  During the day, the heat from the sun (insulation) causes

the water at the very top to be warmer than the water below.  Since the condition of warm

over cold is stable, the condition is quite common.  Late in the afternoon, particularly on a

bright day, the surface temperature will be the greatest and so one would expect the

greatest gradient (change with depth).
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Speed of Sound

Gradient increases
during the day as
insolation warms
the water at surface

Figure 15-5.  Diurnal variation in SVP.

The main thermocline layer connects the seasonal layer with the uniformly cold

water found deep in the ocean.  Below about 500 m, all of the world’s oceans are at about

34o F.  The positive gradient in the deep isothermal layer is solely due to the pressure

effect.

In the summer, the seasonal layer tends to have a strongly negative gradient, for

the same reason as the diurnal variation.  The typical summer profile is shown in Figure

15-6.
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Insolation warms water near the
surface.

Layers remain stratified since warm
over cold is stable.
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Figure 15-6.  Summer SVP.

In winter, the water is generally warmer than the air.  A lot of heat is lost through
advection and radiation.  However, one would not expect to see cold water setting on top
of warm water for very long.  Convection brings the warm water to the surface destroying
the effect.  The surface layer tends to be closer to isothermal than anything else.
Additionally, strong winter storms and their large waves frequently mix the surface layer
to a depth of up to 100 m.  For the nearly isothermal surface layer, one could expect a
weakly positive gradient above the main thermocline.

Cold water near surface is quickly
replaced by rising warm water.

Storms mix water near surface,
making it isothermal.
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Positive gradient is caused by
increase in pressure alone (1.7
m/s for every 100 m of depth)

Figure 15-7.  Winter SVP.
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Ray Tracing

The change of propagation speed with depth will manifest itself through refraction

of the sound.  A graphical method of illustrating the effects is called ray tracing.  By

drawing lines perpendicular to the wave fronts we can then follow their paths.  For a

typical sonar array, these lines start equally spaced within the beamwidth of the array.

This method is an application of Snell’s law, which we discussed in chapter 6 in relation to

the speed of light.  However, it is equally applicable in our examination of the speed and

direction of sound.  At the risk of being redundant, Snell’s law quantifies the effect on the

speed of sound at an interface such as the boundary layers associated with increasing

depth due to variations in temperature and pressure.

Rays are perpendicular to
wave fronts.

Spacing between rays is
proportional to the SPL.

Figure 15-8.  Ray tracing.

As the rays go deeper, they begin to refract.  Recall how differences in the index of
refraction (which are a measure of the propagation speed) affected electromagnetic waves.
As the rays move into a medium, which has a slower propagation speed, they tend to
become more vertical.  On the whole, the rays will deflect downward in a negative
gradient.
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Figure 15-9.  Negative SVP gradient.
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As you might expect, the opposite effect occurs when the gradient is positive.  As

the rays enter deeper water the propagation speed increases and the rays bend upwards.
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Figure 15-10.  Positive SVP gradient.

In a positive gradient, all of the rays will be deflected upwards.  When the rays reach the

surface, they will be reflected back downwards and the same process begins again.

Naturally, some of the energy is lost in the reflection, but the overall effect is to trap the

sound in a relatively small layer below the surface.  The sound does not reach the deeper

regions, so the transmission loss is less than you would expect for cylindrical spreading.

This effect is called a surface duct.

Surface
Duct

Figure 15-11.  Surface duct.

The other common propagation modes occur during combinations of positive and

negative gradients.  A positive gradient over a negative gradient produces a special kind of

propagation, where the rays split at the boundary, which is called the sonic layer.  The
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depth of maximum sound velocity, which occurs on the layer, is called the sonic layer

depth (SLD).
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Figure 15-12.  Sonic layer.

Above the sonic layer, the positive gradient will produce a surface duct as

previously described.  When rays penetrate below the layer, they are deflected downward.

Therefore, the rays diverge above and below the layer. Beyond a certain minimum range,

the rays from the source will never reach locations just below the layer, this is called the

shadow zone.  It is a favored depth for submarines to operate at for just this very reason.

The optimum depth to operate is, called best depth (BD) and is a function of the sonic

layer depth.  The best depth can be calculated from:

BD LD if LD m= <17 60 , and

BD LD m if LD m= + >60 60,

For the case where the negative gradient is over the positive, rays which originate

at the boundary will be deflected back towards the middle, regardless if they go up or

down.  This forms a sound channel, where the rays are then confined to the small region

above and below the axis, called the sound channel axis.  This sound channel is analogous

to a cylindrical pipe in which these rays are trapped.  In the next chapter, we will develop

the spherical spreading loss formula, TLspherical  = 20 Log(R).  However, for sound
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trapped within a channel or duct this equation must be modified.  In this case,

propagation loss is defined by the equation,

Cylindrical Spreading Loss (dB) = 10 log R.

From this you can see that under ducting conditions the losses are theoretically only half

as large as would normally be experienced.
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Figure 15-13.  Sound channel.

The sound channel will not work for rays that begin at the surface.  As in other

cases the source must be located near the axis.  Several sonar systems have features,

which allow them to be placed near the sound channel axis.  For example, sonobouys,

which are small self-contained sonar systems, have a setting, which places them at a

typical sound channel axis depth.

Another special type of propagation occurs when the water is so deep that no

sound can reach the bottom without being deflected upwards by the normal positive

gradient found in the deep isothermal layer.  This situation requires a minimum of 200 m

of depth excess, which is the distance from the lower boundary of the sound channel to the

bottom.
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When all of the sound rays are returned to near the surface, they tend to converge

into a small region.  Therefore the sound pressure level is increased dramatically in this

region known as a convergence zones (CZ).
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Figure 15-14.  Convergence zone.

The convergence zone tends to be great distances, e.g. 20-30 nm, from the source.

It is possible to have multiple convergence zones that repeat at regular intervals.  For

example, if the first CZ is at 30 nm, the second CZ would be at 60 nm.  The CZ is only a

few miles wide, and therefore, contacts, which are acquired through convergence zones,

tend to appear and disappear quickly.

It may be possible for a ship to have a rather limited sonar range due to regular

transmission losses but long range detection capability through multiple convergence

zones.  These zones form protective rings about the ship.  A hostile submarine closing in

on the ship would be detected as it passes through the various convergence zones, thereby

alerting the ship to its presence.  The ship could then deploy mobile ASW assets like a

helicopter to handle the submarine.
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Figure 15-15.  Annulus of CZ.

The last type of propagation occurs when the sound is strongly reflected from the
ocean floor.  The rays tend to converge near the surface, resulting in a reduced
transmission loss.  This is called bottom bounce propagation.  Rays from bottom bounce
can be identified from the others because of the larger angle of incidence.  Typical bottom
bounce comes into the sonar at angles of more than 30o from horizontal.

Figure 15-16.  Bottom bounce.

Only certain ocean floor conditions are conducive to bottom bounce propagation.  Flat
and hard ocean floors tend to be the best.  Soft mud, on the other hand is the worst.
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 Chapter 16  

The SONAR Equation

Figure 16-1.  Deterrence is another shaping factor. Because foreign nuclear weapons remain a threat, we

continue our vigilant efforts to discourage their proliferation and use, along with other weapons of mass

destruction. This nation must maintain a credible nuclear-deterrent capability. Our ballistic missile

submarine (SSBN) fleet is a key component of peacetime deterrence.  The reliability and security of their

command-and-control systems, and the superb accuracy and inherent flexibility of their weapons combine

to convince any adversary that seeking a nuclear advantage — or even nuclear parity — would be futile.

Stealth and mobility make this force the most elementary of our strategic nuclear triad.  Forward… From

The Sea:  Anytime, Anywhere.  Department of the Navy Posture Statement

Because the speed of propagation varies with depth, acoustic waves are refracted.
This changes the direction of propagation and can also spread out or focus the energy.
The effect on sonar propagation can be so complicated that is impossible to make accurate
predictions without the use of a computer model. In operation, sonar systems rely heavily
on operator input and control to maximize their performance.  Many of the decisions made
regarding the maneuvering of the ship that carries the sonar system will also affect the
sonar’s performance.  Therefore, a detailed knowledge of the salient features of sonar
propagation is essential to its successful employment.

Sources

Active Sonar

In an active sonar system, the source of the acoustic wave is now an organic part

of the sonar system. Electrical energy from the transmitter must be converted into acoustic

energy.  The generic term for the device, which accomplishes this task, is transducer,
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meaning something that changes the form of energy. Transducers that can receive only are

called hydrophones. Transducers that transmit only are called projectors. In many

situations the transducer can work both as a transmitting and receiving device, and is just

called a transducer.  The output of the transducer is measured as an SPL, and is termed

the source level (SL).

For a given total power output, the intensity will be reduced as a function of range

because the same total power must be distributed over a larger area.  Therefore, the SPL,

which is the logarithm of intensity, will decrease with range from the source.  We must

measure SPL at a standard range from the source in order to be able to make meaningful

comparisons.  That standard range is one meter.  Therefore, SL is specified by an SPL

measured at 1 m from the source.  Sometimes, the notation will include a reference to the

pressure unit and measurement distance.  For example, SL = 145 dB//ref:1 µPa @ 1m,

refers to a source level using a reference of 1 µPa measured at one meter.  Here, we will

omit this cumbersome notation since all source levels will be specified using the same

reference.

Passive Sonar

In passive sonar, the source is the target itself.  The same terminology applies to

passive sources, namely the source level (SL).  Of course, the source level is generally not

known beforehand.  However, source levels for hostile targets can be measured through

intelligence gathering efforts, and tabulated for future reference.  Passive sources fall into

two main categories, broadband and narrowband.

Broadband sources, as the name suggests, create acoustic energy over a wide

range of frequencies.  This is similar to thermal sources in electro-optics.  Typical

broadband sources are the propellers/shafts, flow noise over the ship’s hull or the ship’s

propulsion system (example: steam turbines).  Noise from the propeller and shaft is

generally at low frequency, meaning less than 1000 Hz.
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Figure 16-2.  Broadband source.

Narrowband sources radiate within a small band of frequencies, or class of

frequencies.  Typical sources are the various pieces of machinery, which can be found in

every ship, such as pumps, motors, electrical generators and propulsion engines. When

specifying narrowband sources, it is important to also specify the frequency at which it

occurs.
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Figure 16-3.  Narrowband source.

Ambient Noise

The introduction of noise from other sources is a significant factor in sonar

performance. There are a wide variety of noise sources present in the underwater

environment, but there are four main categories, Biological, Ocean traffic, Seismic and

Hydrodynamic (BOSH).  Ambient noise, unlike other sources, does not come from a
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particular direction or source.  The noise level is roughly the same everywhere within the

local area.  Therefore, the SPL will be the same everywhere and it is not necessary to

specify the range at which it was measured (cf. source level).

The most obvious contribution to the ambient noise is the action occurring on the

surface of the ocean.  The greater the size of the waves, the greater the ambient noise

contribution. The waves are driven by the winds, so there is a direct correspondence

between the steady wind speed and the sea state.  The condition of the ocean surface is

quantified by the sea state, which is a number ranging from 0-9.  The Beaufort Wind

Scale, which ranges from 0-12 is the standard measure of the consistent wind speed.

Beaufort Wind speed
(knots)

Wave height
(meters)

Sea State

0 <1 0 0

1 1-3

2 4-6 0-0.1 1

3 7-10 0.1-0.5 2

4 11-16 0.5-1.25 3

5 17-21 1.25-2.5 4

6 22-27 2.5-4 5

7 28-33 4-6 6

8 34-40

9 41-47

10 48-55 6-9 7

11 56-63 9-14 8

12 >64 >14 9

Table 16-1.  Beaufort Wind Scale and Sea States.

The greater the wind speed or sea state, obviously the greater the ambient noise

contribution.  The frequency of the ambient noise from sea state tends to be greater than

1000 Hz.

The second main contribution to ambient noise comes from general shipping

traffic.  In regions where there are many transiting ships, the ambient noise will be

increased substantially.  This noise, in contrast to the noise from sea state, will be at low

frequency (< 1000 Hz).  The amount of shipping traffic can be estimated by broad

geographical considerations.  For the purposes of estimating the ambient noise, we will

arbitrarily describe locations as falling into one of six categories:
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Category Description

Very remote No other ships present for many miles.

Remote Infrequent distant ships.

Quiet Occasional ship nearby.

Shipping Lanes Many ships nearby.

Heavy traffic (deep water) Constant passing of ships nearby, offshore.

Heavy traffic (shallow water) Constant passing of ships nearby, inshore.

Table 16-2.  Shipping Levels.

The two major contributions to ambient noise, sea state and shipping can be

predicted using the categories we have just defined.  The noise as a function of frequency

is found on a graph from a series of measurements called the Wenz Curves.

Figure 16-4.  Modified Wenz Curves.

The ambient noise level (AN), is calculated by combining the sound pressure levels (from

the Wenz curves) of the two major sources and any contribution from the remaining two

sources; AN = Shipping (SPL) ⊕ Sea State (SPL) ⊕ Biologics (SPL) ⊕ Seismic (SPL).
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Example:  predict the ambient noise at 300 Hz from shipping lanes and sea state 2.

Using the Wenz curves,
The shipping noise is 65 dB, and
The sea state noise is 62 dB.

Therefore,
65 dB ⊕ 62 dB = 65 + 2 = 67 dB  (tabular method), so
AN = 67 dB.

By biologics, we mean sea-life and these are as widely varied as they are
unpredictable.  One common source is snapping shrimp, others include whales and
dolphins.  It is impossible to estimate the contribution from biologics to the ambient noise
beforehand, therefore the effects are only known in-situ.

 Self-Noise
Noise caused by the flow of water across the sonar array (flow noise), specific

machinery noise (hull noise) and noise caused by cavitation is called self-noise (SN).  This
noise is directional, incoherent and is proportional to the speed through the water (i.e. as
the speed increases, SN increases).  However, there will always be some minimum value
of self-noise, which is present regardless of the speed that the array is traveling through
the water.  Self-noise also has a frequency dependence, which will vary between platforms
and sonar systems.
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Figure 16-5.  Self-noise as a function of speed.
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Finally, the ambient and self-noise must be combined, using the special method for

combing sound pressure levels.  We define the total noise level (NL) as

NL ≡ AN ⊕ SN.

Detection of Acoustic Energy

Beam-forming

Transducers (or hydrophones) are used to receive acoustic energy.  If they are

designed to receive equally well in all directions, they are called omni-directional.  The

transducer can be constructed with some directionality, in which case it will have some

range of angles from which it can receive energy.  This defines the transducer’s

beamwidth, θ, analogously to radar antennae.  The beamwidth can only be made as small

as the diffraction limit, meaning,

θ ≈ 2λ/D.

Where λ is the wavelength and D is the diameter of the aperture or face of the transducer.

Transducers are usually small devices, on the order of 10 cm.    However, they can be

combined into arrays, similarly to the way simple antenna elements are used in phased

array radar. The size of the array, or aperture, L, will determine the beamwidth:

θ ≈ 2λ/L.

When receiving, the narrow beamwidth will allow the array to reject more

interfering noise, because ambient noise comes from all directions.  This is completely

analogous to gain for electromagnetic antennae. The logarithmic term for gain in sonar is

called directivity index (DI). In sonar, this term is applied only to the reception of energy,

since the definition of SL accounts for the gain achieved in transmission.  For the simple

line array, DI is calculated:

10 Log 2L/λ

 There are two limiting cases which determine the minimum and maximum useable
frequencies for arrays of transducers.

♦ Low frequency limit.  In this case, the large wavelength causes a very large beamwidth
and all directionality is lost.  DI approaches 0.  This occurs when 2L = λmax, or fmin = c/2L.
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♦ High frequency limit.  In this case, the wavelength becomes too short for effective
steering of the beam.  This condition occurs when the spacing between elements in the
array is the same as the wavelength, i.e.  d = λ. This sets an upper limit on frequency,
fmax = c/d.

Based on this analysis, the best overall frequency response would come from a

sonar array that was very large with a large number of closely spaced transducers.  Of

course, this is also the most expensive, and will require the most processing capability for

beam forming.

Detection Criterion

The criterion for detection requires that the amount of power, which is collected

by the receiver to exceed the noise, level by some threshold.  The ratio of signal-to-noise

in logarithmic form is the SNR. The minimum SNR for detection is called the detection

threshold (DT).  When SNR > DT, detection will occur more than 50% of the time.  The

detection threshold is based upon the sonar design and the method of presenting the SNR

to the operator, the acuity and training level of the operator and the established success

criteria.  As you can see this value can be quite subjective.

We will define the signal loss from the source to the receiver as transmission loss

(TL).  The transmission loss term includes all the effects of the energy spreading out,

attenuation, and various other effects, which will be the main topic of discussion in the

next two chapters.  It is this term, in fact, which makes sonar much more difficult to

predict and operate as compared to radar.  The SPL at the receiver will be SL - TL

(passive).  The noise level into the receiver will be NL - DI.  Therefore, the SNR at the

receiver can be written explicitly:

SNR = SL - TL - NL + DI,

where:

SL = source level;
TL = transmission loss;
NL = noise level (AN ⊕ SN); and
DI = directivity index.

For an active system, we have on additional term, which describes the reflection of

energy from the target, called the target strength, TS.  The target strength acts as a source

level after reflection, and includes any directional effects of reflection.  The target strength
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is a function of the target size, surface material and shape in the same way that radar cross

section varies.  Also, for the active system, there is a two-way transmission loss, therefore:

SNR = SL - TL + TS - TL - NL+ DI, or

SNR = SL - 2TL  + TS - NL + DI

Although these terms look similar in active and passive systems, the values for each term

will in general be quite different.

Note that these equations use ordinary addition and subtraction even while

working with sound pressure levels.  This is absolutely correct, since the individual terms

are not being combined like source levels, they are actually being multiplied and divided

(before taking the logarithm of both sides).  Recall that SNR is the logarithmic equivalent

of the signal-to-noise ratio.  When you take the logarithm, the division becomes

subtraction.  Likewise, terms, which multiply, like the equivalent of gain, are now added.

This is usually a source of great confusion, when to add/subtract and when to combine

sound pressure levels using the special methods previously discussed.  We are consistently

explicit in the use of the symbol “⊕” whenever the special method is to be used.

Transmission Loss Formula

Transmission loss (TL) can be predicted, to a very rough degree, based only on

two factors: range and frequency.

Range Effect

The simplest case, which is the identical case used in electro-optics and radar, is to

assume that all of the acoustic energy is uniformly distributed in all directions.  This is

termed spherical spreading loss, since the intensity will fall off proportional to the surface

area of a sphere.
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R

Figure 16-6.  Spherical spreading.

At range R, the area over which the energy is distributed is 4πR2. The ratio of any

two intensity levels at different ranges R1 and R2 is (R1/R2)
2.  For source levels, the first

range is one meter. The TL for spherical spreading loss can be computed:

TLspherical = -10 Log { I(R)/I(1 m)} = -10 Log{1/R2}

⇒ TLspherical = 20 Log(R).

Note that TL is defined to be a positive quantity, and will be subtracted from SL.

When the acoustic energy reaches either the surface or the bottom of the ocean, it

is generally reflected back.  At long range, all of the acoustic energy will tend to be

confined between two planes, one at the surface and the other at the bottom.  Therefore,

the spreading is no longer spherical, but now cylindrical.
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Figure 16-7. Cylindrical spreading.

In cylindrical spreading, The area over which the energy is distributed now varies

directly with range, R.  The common factors will cancel, and the transmission loss as a

function of range is:

TL cylindrical = 10 Log (R)

It would be nice if we could choose R1 to be one meter in which case SPL(R1) =

SL, but this would be incorrect.  That would be akin to claiming that the spreading losses

were cylindrical starting from one meter.  Clearly, in regions where the water depth is

larger than the range, the spreading must be spherical.

The question now becomes, at what range does the spreading loss transition

between the spherical and cylindrical case?   If the source where located exactly in the

middle (halfway between the surface and bottom), then it seems plausible to make the

transition when the range is one-half the water depth since this is when the surface of the

sphere will just touch the bottom and top.  The transition range will depend on the

location of the source and the depth of water.  For our purposes we assume the transition

range to be 1000 m, since the average ocean depth is about 2000 m.

At 1000 m, the transmission loss due solely to spherical spreading will be 60 dB.

Taking this as the starting point for cylindrical spreading, we can patch the two equations

together by adding 30 dB to the 10 Log(R) spreading.  This is proven below:

TLspherical(at 1000 m) = 20 Log (1000) = 60 dB

⇒ TLcylindrical(at 1000m) = 10 Log(1000) = 30 dB
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If we wish to apply the TLcylindrical formula to SL (starting at 1 m), then we must

add the difference at 1000m, therefore,

TLcylindrical (R) = 10 Log(R) + 30 dB  (if R > 1000 m).

At ranges of less than 1000 m, only the spherical spreading loss formula,

TLspherical  = 20 Log(R), applies.

Absorption/Scattering

In the process of compression and rarefaction the propagating sound wave loses a

certain amount of energy to the water.  The added energy imparted in the water is

converted into heat (energy which is lost to detection).  The following is the calculation

for absorption:

TLabs = α R,

where α has units of dB/m and R is in meters.  The absorption coefficient has a strong

frequency dependence, meaning much greater losses at higher frequency.  The absorption

coefficient can be calculated from the formula:

α =
+

+ −0036

3600
32 10

2

2
7 2.

.
f

f
x f

where f is in kHz, and the result for α is in dB/m.  Alternatively, the absorption coefficient

can be found using Figure 16-8.
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Figure 16-8.  Absorption coefficient as a function of frequency.

Other losses

Many other things can happen to the acoustic wave as it propagates.  For example,

the energy may scatter off particles or biologics.  Energy may be lost upon reflection from

the surface and bottom.  And lastly, but by far the greatest factor of all, the direction of

propagation may change due to the variations in speed.  Recall that speed varies with

temperature, depth and salinity.  The change in speed will tend to distort the perfect

spherical or cylindrical shape of the wave front.  This does not, however, always result in

greater transmission losses.  As we shall soon see, there are many conditions which tend to

concentrate acoustic energy resulting in a lower than expected transmission loss.

All of these factors just discussed can be lumped into a single term, A, called the

transmission loss anomaly.  This is surely artificial and is only used to write a complete

expression for TL.  All deviations of the actual transmission loss from the predicted result

can be explained away in the term A.  The complete TL equation is

TL = 10 Log(R) + 30 + αR + A.

If you ignore, the last two terms, the range dependence is very straightforward and

can be used to generate some rules of thumb:
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TL ≈ 60 dB at 1 km,

TL ≈ 70 dB at 10 km, and

TL ≈ 80 dB at 100 km.

This is based only on the spherical and cylindrical spreading losses, assuming the

source is exactly in the middle of 2000 m deep water.  What one finds in practice, are

variations about these baseline numbers.  This can also be shown in graphical form as TL

vs. range.
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Figure 16-9.  Geometrical transmission loss curve.

Figure of Merit

Because the propagation of acoustic waves in the ocean is fairly complicated, the

use of a formula for transmission loss is of limited accuracy.  Computer models can be

used to produce much more accurate plots of TL as a function of range, known as

transmission loss curves which are dependent upon your depth and target depth.  Figure

16-10 is a typical TL curve showing some of the features just discussed.
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Figure 16-10.  Typical TL curve.

In comparison to the geometrical TL (spherical and cylindrical spreading losses)

you will note there are certain ranges where the TL actually goes down with increased

range.  These are locations where the refraction effects of the ocean cause the sound rays

to concentrate. Figure 16-10 illustrates the effect of bottom bounce and convergence zone

propagation.

Given an accurate transmission loss curve, the maximum detection range of a

sonar system can be determined.  Recall that detection is possible whenever SNR > DT.

To solve for range, we need only rearrange terms to isolate the range dependence.  For the

passive case, we define figure of merit (FOM),

SNR = SL - TL - NL + DI
but,   SNR > DT     So;

DT < SL - TL - NL + DI
or;

TL < SL - DT - NL + DI
ocean loss < Sonar Design Performance (i.e. FOM)

for a 50% detection probability, which yields,

FOMpassive ≡≡ SL + DI - NL - DT.

The detection criterion becomes FOM > TL, which leads to the following interpretation:
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FOM is the maximum transmission loss the system can have and still be able to detect the

target 50% of the time.

If FOM is known, then the maximum range can be determined by plotting the

FOM as a horizontal line on the TL curve as shown in Figure 16-11.  All ranges where the

FOM > TL (remember that TL is increasing in the down direction), are detectable.
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Figure 16-11.  Determining maximum detection range from FOM.

In this example, the FOM = 75 dB.  From Figure 16-11, it is apparent that FOM > TL

everywhere less than 18 km, which is the maximum detection range.

For active systems, there are (at least) two additional terms to the FOM equation.

First we must incorporate the Target Strength (TS) into the active equation as we did

before, so that the definition of FOM is modified;

FOMactive ≡ SL + TS + DI - NL - DT.
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Secondly, the transmission loss is incurred twice, as the sound travels to the target and

back.  You could use a separate curve with twice the TL vs. range, or alternatively, use

one-half the FOM, which is the preferred method.  So for active systems, the detection

criterion is FOM > 2 TL, or FOM/2 > TL.  Therefore, you calculate FOM and then plot

FOM/2 on the TL curve to obtain range in the same manner.

Another common phenomenon that limits the maximum source level is

reverberation, which is an echo from the immediate surrounding volume of water.  The

reverberation level (RL) increases with the source level (SL).  At some point the

reverberation exceeds the noise level (NL) and will dominate the return signal.  Since

reverberation always comes back from the same direction in which you are projecting, the

reduction in background noise, quantified by the directivity index (DI) does not apply.

When RL > NL - DI, the system is said to be reverberation-limited.  The figure of

merit equation must be modified to reflect this:

FOMactive (reverberation-limited) = SL + TS - RL - DT.

When the system becomes reverberation-limited, the display will begin to be

dominated by noise near own ship in the direction the active sonar is projecting.  The

solution is to reduce power to just below the level at which reverberation limiting

occurred.
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 Chapter 17  

ASW Systems

Anti-submarine warfare (ASW) usually, but not always, involves the use of sonar.

Although the vagaries of the ocean environment make it difficult to predict and exploit

under water acoustics, there is no other type of energy propagation in seawater that

travels so far without incurring significant losses.  In this section, we describe the

principles of operation of the major types of acoustic and non-acoustic ASW systems.  We

begin with the system that most closely resembles the operation of basic radar, namely

active sonar.

Active Sonar

A functional diagram of an active sonar system is shown in Figure 17-1.

Transmitter

ReceiverDisplay

Synchronizer
Duplexer

Switch

Power
Supply

Transducer

array

Beamforming
processor

Figure 17-1.   Active sonar System.

Transmitter

The transmitter generates the outgoing pulse.  It determines pulse width, PRF, modulation

(optional), and carrier frequency.  The operator can control the output power.  The source

level may be limited for several reasons. If the transducers are driven with too much

power, they can cavitate (drop the pressure so low that the water boils).  This is called
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quenching, and it can destroy the transducer since the normal back pressure is removed

when bubbles form on its surface.  Since the normal restoring force is gone, the surface of

the transducer can travel too far (over-range) and damage itself.  The quenching power

limit increases with depth due to the increased ambient pressure.

Transducer Array

The individual transducers are simple elements with little or no directionality.

They are arranged in an array to improve the directivity index, which improves the figure-

of-merit by noise reduction. The array of transducers reduces the beamwidth in the

horizontal (or azimuthal) direction, and in a hull mounted array is usually circular in order

to give more or less complete coverage, with the exception of the region directly behind

the array (where the ship is).  The array is protected from own ship noise by discontinuing

the array in the after regions, and also by putting in sound attenuating material.  The sonar

system cannot detect targets aft of a hull-mounted array, and this region is called the

baffles.

The array is also configured to reduce the beamwidth in the vertical direction.

Normally a hull-mounted array should only receive sound from the downward direction,

not directly ahead, since the noise from the ocean’s surface would destroy the sonar’s

performance.

-20o

Figure 17-2.  Vertical beam of typical cylindrical transducer array.

Beamforming Processor

The input/output of each transducer is put through a beamforming processor,

which applies time delays or phase shifts to each of the signals.  This creates a narrow

beam in a particular direction, much the same as the phased array radar.
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Figure 17-3.  Active beamforming.

The width of the beam formed by the beamforming processor will determine the

bearing accuracy of the system when searching.  In an identical manner to dual-beam

tracking systems, sonar tracking systems can improve on this accuracy tremendously, at

the expense of the signal-to-noise ratio.

Duplexer

The duplexer performs the same function in an active sonar as in a radar system,

namely to protect the receiver from the full transmitter power while the pulse is going out.

It can be thought of a switch that toggles between the transmitter and receiver.

Synchronizer

In sonar, the synchronizer performs same role as in radar.  It provides the overall

coordination and timing for the system.  It resets the display for each new pulse in order to

make range measurements.

Receiver

The receiver collects the received energy for detection.  The receiver compares the

signal level to noise level.  In order to determine if the signal will be displayed in a

particular beam, the signal level must exceed the predetermined detection threshold (DT)
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or threshold SNR.  If the DT is set too low, there will many false alarms.  If it is too high,

some detection capability will be lost.  The receiver may also demodulate the return if

frequency modulation is used on transmission.  Sonar systems often  use pulse

compression techniques to improve range resolution.

Display

The display puts all of the detection information into a visual format.  There are

two main types: A-scan and PPI.

1.  A-scan.  The signal along a single beam is displayed for a portion of the listening cycle.

A target appears as a raised section if it is in the beam.
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Range

Figure 17-4.  A-scan display.

2.  Plan position indicator (PPI).  PPI is a top-down (geographic view) display.  The sonar

system must sequentially search individual beams, which are displayed in their true or

relative form.  The strength of the return is represented by the intensity on the display.
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Figure 17-5.  PPI display.

Passive Sonar Systems

The passive sonar system differs from the active system in many regards.  Figure

17-6 shows a typical functional diagram of a passive sonar system.

Hydrophone

array

Beamforming
processor

Frequency
analyzer

Broadband
Display

Narrowband
display

Figure 17-6.  Passive sonar system.

Hydrophone Array

The hydrophone array is a group of sensitive elements, which detect the acoustic

energy emitted from the target.  They are arranged into an array in order to improve the

beamwidth.  Common configurations are cylindrical or spherical. The cylindrical array
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operates at a fixed vertical angle, usually downward.  The spherical array, which is

common on submarines, has a much wider vertical field-of-view.  Since the submarine may

be below what it is tracking, the array must be able to look upwards to some extent.  The

large downward angles are only used for bottom bounce detection.  Using a beamforming

processor (described below) the field-of-view is broken down into individual beams in the

vertical and azimuthal directions.

Figure 17-7.  Spherical array showing multiple vertical beams.

Beamforming Processor

Unlike active systems that transmit and receive in a set direction, the passive

system must listen to all angles at all times.   This requires a very wide beamwidth.  At the

same time, a narrow beamwidth is required for locating the source and rejecting ambient

noise.  These two objectives are achieved simultaneously by the passive beamforming

processor.  The idea is very similar to the active system.
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Figure 17-8.  Passive hydrophone array.

The passive beamforming processor applies a unique set of time delays/phase shifts

to the signal to create a particular beam.  The difference in a passive system is that this

process is repeated several times, each with a different set of time delays/phase shifts, in

order to listen to many narrow beams nearly simultaneously. The result is a set of beams

that cover the field-of-view of the array.
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Figure 17-9.  Passive beamforming.
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The beams should not be thought of as coming from the individual hydrophones.

In fact, each of the beams created by the beamforming processor has a narrow beamwidth

that comes from the full aperture of the array, not from the size of the individual

hydrophones.

Broadband Display

The output of the beamforming processor is displayed as a bearing time history

(BTH) as shown in Figure 17-10.
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Figure 17-10.  Bearing time history (BTH) display.

The newest information is at the top of the display.  The beamwidth of the system

determines how accurately the bearing can be measured on the display.  A common

beamwidth is about 5o. The total amount of time displayed from top to bottom can be

controlled (to some extent).  A quickly updating display that only kept information for a

few minutes would be useful for close contacts whose bearings are changing rapidly.  On

the other hand, a long time history is more useful for detecting long range contacts, whose

bearings are only changing slowly.

Frequency Analyzer

The frequency analyzer breaks the signal into separate frequencies, i.e. the

spectrum of the signal.  For processing purposes, the frequencies are divided into small

bands known as frequency bins. The width of each bin is called the analysis bandwidth.
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Figure 17-11.  Frequency analysis.

Sonar systems can gain considerable signal-to-noise improvements by matching the

analysis bandwidth to the bandwidth of narrowband sources. If the analysis bandwidth is

too wide, then noise from the part of the spectrum beyond the signal is let in and the SNR

is degraded.  If the analysis bandwidth is too narrow, then part of the signal is excluded,

also reducing the SNR.  It should be obvious now that the best situation occurs when the

analysis bandwidth exactly matches the signal bandwidth.  This is possible when the

characteristics of the signal are well known, which they are for most targets.

The frequency analyzer separates (filters) the signal into discrete bins, inside of

which the SNR is maximized. The frequency content of the signals from a target provides

vital information about its identity and operation.  These frequencies are also subject to the

Doppler shift, just like radar, and therefore can provide information about the range rate.

This requires that the original frequency be known exactly, which is generally not the case.

However, many important facts can be inferred by the changes in the received frequency

over time.

Narrowband Display

For a particular beam, the time history of the frequency is called a waterfall display.
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Figure 17-12.  Waterfall display.

This can be used to gain additional information from a contact, which is already being

tracked by another system.  In order to search for contacts on the basis of narrowband

information alone requires a different type of display.  One possibility is to simultaneously

display several different beams, each showing a mini-waterfall display, which are called

grams.
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Figure 17-13.  Narrowband grams.
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 These are quite useful, but require great concentration on the part of the operator because

there is more information displayed at any one time.  Many systems require the operator to

systematically search the entire field-of-view, looking at only a few beams at a time.

Variable Depth Sonar (VDS)

Variable depth sonars use large transducers that are towed from the ship on a cable

with an adjustable scope.  The combination of the buoyancy, ship speed and cable scope

determines the depth of the transducer.  VDS is used for two main reasons. At increased

depth, the source level (SL) can be increased greatly, since the quenching limit is higher.

This is due to increased back pressure on the surface of the transducer. Secondly, the

VDS can be operated below the sonic layer depth.

Recall that the combination of positive over negative sound velocity profiles

created a layer at the interface.  It is difficult for sound to propagate across the layer.

Therefore, ships using hull-mounted sonar systems will be unable to detect submarines

operating below the sonic layer, except possibly at short range.  However, if the VDS can

be placed below the layer, the ship can take advantage of the deep sound channel.

Towed Array Sonar Systems (TASS)

A towed array is a linear array of hydrophones.  The array is towed behind the ship

on a cable of variable scope like a VDS.  However, TASS is strictly a passive system.

Tow

cable

Linear array of

hydrophones

Protective

covering

Figure 17-14.  Towed array.

The signal from the array is fed to a beamforming processor that creates several

narrow beams.  Because the array is linear, there is no vertical directionality.  This causes

two problems.  The first problem occurs when there is bottom bounce propagation.  In
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this case, the direction of the source is not known without further analysis.  The second

problem is an ambiguity in relative bearing.  The linear array cannot distinguish signals on

the left from those on the right.

θ

θ

Figure 17-15.  Bearing ambiguity with towed array.

The problem of bearing ambiguity can be resolved by maneuvering the ship.  When

contact is regained, there will again be two ambiguous bearings, but only one of which will

match the previous case (assuming that the target hasn’t changed bearing in the time

interval between legs).

Example:  a towed array contact is gained at relative bearing 030/330 R, while the ship is

on course 045 T.  The ship changes course to 135 T and regains the contact at 060/300 R.

Find the true bearing to the actual contact.

First leg:  the contact is at either 015 T or 075 T  (045 ± 030).

Second leg:  the contact is at either 075 T or 195 T (135 ± 060)

Therefore the actual contact is at 075 T.
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Because the array is not constrained by the size of the ship, towed arrays can be

made very long.  Therefore, a TASS can have a very narrow beamwidth, or alternatively,

can operate at much lower frequency.  The low frequency capability is particularly

advantageous because there are many sources at low frequency with large source levels,

and there is very little transmission loss from absorption.

Sonobuoys

Sonobuoys are small, self-contained sonar systems.  They are dropped into the

water by aircraft at which point they deploy themselves.  The information from the

sonobuoy is transmitted to the aircraft by VHF radio link.   The information can also be

relayed to ships.  Signal processing and analysis is performed by equipment in the aircraft,

or ship.  After some period of operation, the sonobuoy will scuttle itself.
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Figure 17-16.  Sonobouy deployment.

There are many types of sonobuoys, depending on their capabilities.

♦ DICASS  DIrectional Command Activated Sonobuoy System.  It is an active system

that transmits pulses only when commanded by the aircraft.

 

♦ DIFAR.  DIrection Finding Acoustic Receiver.  This is a passive system, with some

directionality achieved by a small hydrophone array.
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♦ VLAD  Vertical thin-Line Array.  It is a linear, vertical array of DIFAR hydrophones.

VLAD has improved directionality in vertical direction, which reduces noise from the

surface.

Most sonobuoys can operate at several preset depth settings.  The shallow setting

is used for surface duct propagation, and the deep setting for sound channel propagation.

Sonobuoys have poor directivity indices, mostly because of their limited size.  Their

figure-of-merit is not always low, however, because sonobuoys also have very low self-

noise.  Depending on the environment, and whether or not self-noise is dominant,

sonobuoys can actually outperform some larger hull-mounted systems.

Bistatic Sonar

This is a combination of an active system for transmission at one location with a

passive system for reception at another location.

Figure 17-17.  Bistatic sonar.

There are several advantages to bistatic sonar.

♦ The receiving system does not suffer from the same reverberation limitations as the

active system.

 

♦ The source level can be very high (up to the quenching limit), since reverberation-

limits do not apply. In fact, some systems use explosive-driven projectors, which have

no quenching limit with incredibly large source levels.
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♦ The transmission loss is less than the full two-way loss of a normal active system.

Therefore, the source may be very far away, outside the sensor or weapons range of

the target.

Non-Acoustic Detection

Visual

Submarines near the surface are very vulnerable to visual detection.  Anything that

protrudes above the surface like a periscope, antenna or mast will leave a significant wake

if the submarine is moving at any speed over a few knots.  Since depth control and

steerage is very difficult at low speeds, it is not uncommon for submarines to be at 4 or 5

knots just below the surface.  The mast will create a wake, called a feather, which is quite

visible, and also leave a remnant of its passage, called a scar.  The scar is a long streak of

foam or bubbles left behind after the object passes.  The feather may be a few meters and

the scar tens of meters long.  Either may be visible for up to 10 miles, and are easily

spotted by low flying aircraft in the vicinity.  If the water is especially clear, the hull may

be visible for a few hundred feet under water, but is usually not distinguishable unless the

water is shallow with a light colored bottom (like white sand).

Radar

Specially designed radars can detect exposed periscopes and masts.  The radar

cross section is very small and is generally not detectable by ordinary radar systems.

Furthermore, the sea clutter near the target will generally obscure it. To be effective

against a periscope or mast, the radar should have very high range and bearing resolution

and must be vertically polarized in order to match the structure of the target. ISAR has

proven to be very effective against submarine periscopes and masts.  

Some special radar systems have demonstrated the capability to detect the

presence of a submarine by the change in the surface water height as it passes, known as

the Bernoulli hump.  This effect is greatest when the submarine is shallow and moving

very fast.  These are not real time assets however, since the signal processing takes several

hours to complete.

Infrared Detection

Submarines are vulnerable to infrared detection when they are snorkeling, since the

diesel exhaust is released close to the surface (as it must be since the back pressure would
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be too great if deeper).   The exhaust gases give off a sufficiently strong infrared signature

as to be detectable.  However, this is only useful if the submarine is snorkeling, which

occurs infrequently for nuclear powered submarines, and for only a few hours each day for

diesel-electric submarines.

Magnetic Anomaly Detection (MAD)

Magnetic anomaly detection systems measure the change in the earth’s magnetic

field due to the presence of a large amount of ferrous material found in most submarines.

The effect can only be detected if the submarine is relatively shallow, and therefore is not a

great long-range detection system.  It can however, provide a precise location of the

submarine of sufficient accuracy to permit weapons delivery, which is its main use.
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 Chapter 18  

Control Systems Engineering

Most weapon systems use automatic control systems.  For example, a radar servo

tracking system uses a control system to maintain the radar beam on the target. Since

control systems are an integral part of weapon systems, it is essential to understand some

basics of their design and operation.

Open and Closed Loop Systems

The most fundamental concept for control systems engineering is the block

diagram. It separates the components of the systems by their functional role.  The simplest

element of a block diagram is shown in Figure 18-1.

Plant
input output

Figure 18-1.  Open loop control system.

This portion is also a complete system by itself, meaning the system receives input and

generates output through the action of the plant.  The details of the internal workings of

the plant are unspecified, and to some extent irrelevant.  All that matters is the relationship

between the input and output.  A well-behaved system might have the output proportional

to the input, but it needn’t be so.

A stovetop burner is an example of a control system. The input is the control knob.

When the control knob is turned to a setting somewhere between off and fully on, the

plant, which is the burner itself, outputs heat.  In this case the amount of output (heat) is

proportional to the input.  A system, which operates in this manner, is known as an

open-loop system.  This distinguishes it from another type known as closed-loop systems.
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These systems utilize feedback, which is derived from the output.  Here is a block diagram

of a closed-loop system.

Plant
input error output+

-

feedback loop

Figure 18-2.  Closed loop control system.

Continuing with the kitchen theme, an oven is a closed loop system.  The desired

temperature is the input.  The plant (oven) again outputs heat.  However, as the oven

heats up, a thermostat provides feedback to the oven, which in turn reduces the heat

output.  Eventually, steady state is reached at the desired input temperature.  It is possible

to make the oven work as an open-loop system, but the design engineer must have near-

perfect knowledge of how much heat output will sustain the desired operating

temperature.  If he is inaccurate or something changes in the heat balance equation, the

oven will not operate at the desired temperature.   For this reason, closed-loop systems are

often used where a precise output is needed.

open loop systems closed loop systems

simple design more accurate

accuracy depends on calibration less sensitive to change in environment

unlikely to become unstable smooth response

wider bandwidth

can become unstable

Table 18-1.  Comparison of open and closed loop control systems.

If we restrict ourselves to linear systems, then we may take over the wide range of

mathematics especially suited for these systems.  The main technique uses the Laplace

transform. The details are unimportant for now, but it provides a great simplification. 

Consider an electrical circuit.  If the input is in the form of a voltage that varies

with time, vin(t), then the output vout(t) will be the solution to some complicated set of
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differential equations.  However, if the input and output are converted into their Laplace

transforms, where

R(s) = is the Laplace transform of the input, and

C(s) = ‹{vout(t)} is the Laplace transform of the output,

the output will be directly proportional to the input, i.e. C(s) ∝ R(s).    The mathematical

definition of the Laplace transform is R(s) = ‹{vin(t)} = ∫ vin(t)e
-stdt.

The purpose of the Laplace transform is to change independent variables from “t”

(time) to “s.”  The  variable “s”, must have units of sec-1. The physical interpretation of

this new variable is irrelevant because it is only used as a mathematical convenience.  It is

possible to reverse the Laplace transform, therefore recovering the output in its original

form (i.e. voltage or current as a function of time).  For example ‹-1{R(s)} = vin(t).

The procedure is to transform the input, determine the output from the

proportionality relationship, and then transform the output back into the original variable.

This is generally easier than solving a set of coupled differential equations.  The

combination of a function and its Laplace transform is called a Laplace transform pair.

The relationship is that each one is the Laplace transform of the other.  Table 18-2 is a

short list of Laplace transform pairs for commonly encountered functions.

Time domain: f(t)= ‹‹-1{F(s)} Laplace domain: F(s) = ‹‹{f(t)}

a (constant) 1/s

at (ramp) a/s2

e-at (exponential) 1/(s + a)

sin(at) a/(s2 + a2)

cos(at) s/(s2 + a2)

Table 18-2.  Laplace transform pairs.

The Transfer Function

For linear systems, the simple relationship between R(s) and C(s) is

C(s) = G(s) R(s), where G(s) is known as the transfer function.  The transfer function can

be determined from detailed analysis of the plant, using differential equations.  So this

method is not particularly simple if this were the only problem to solve.  The great

simplification occurs when plants are combined with other plants and feedback loops.  If
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the transfer function of each plant is known, then they may be combined using ordinary

algebraic methods instead of differential equations.  All that is required to obtain the

solution is to take the inverse Laplace transform after all the manipulation is completed.

Its similar to reducing a complicated circuit into an equivalent impedance and voltage

(Thevenin equivalent).

The method can be summarized in steps:

Change variables from time “t” to spatial frequency “s” using the Laplace transform.

Algebraically manipulate combinations of transfer functions to find the relationship

between the input and output (i.e.  a single transfer function).

Compute the output in s.

Change back to the original variable t using the inverse Laplace transform.

Let’s see this in action on a closed-loop system.  All the signals are now

represented as functions of the new variable s.

Plant, G
R(s) E(s) C(s)+

-

Feedback, H
B(s) C(s)

Figure 18-3 .  Closed loop system in Laplace domain.

Here, we have two elements, the plant with transfer function, G, and feedback

transfer function, H. The action of the summing junction is to subtract the feedback signal

B(s) from the input R(s) with the result known as the error signal, E(s) = R(s) - B(s).

We exploit the properties of Laplace transforms and write the following

relationships:

C(s) = G(s) E(s)

E(s) = R(s) - B(s)

B(s) = H(s) C(s)
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To find the relationship between the output and the input, we eliminate the extra

variable:

C = G E = G(R-B) = G(R - HC)

C(1+GH) = GR

C/R = G/(1+GH)

Again, we have a relatively simple relationship between the input and the output.

In fact, the term G/(1+GH) is also a transfer function for the closed-loop system.  If we

were to give it a separate label like CLTF (closed-loop transfer function), then

C(s) = CLTF(s)R(s).

This process is known as block reduction.  It turns out that it is always possible to

reduce a complicated block diagram into a single transfer function.  If you were to analyze

some complicated weapons system of computers and hardware, eventually you could

(theoretically) reduce its operation to a few transfer functions that connect the input

variables to the output variables.

This is the reverse process of the systems approach where large projects are

divided into smaller ones.  We would expect it to work both ways of course.  When

learning how things work it is always better to start with the big picture and then focus on

the details as they become important.

System Response

Since the majority of control systems used in weapons are closed-loop systems, we

now consider how a generic system will respond to a sudden change (step change) in the

input.  An example might be a missile on a heading of 330o responding to a new input

course of 270o.   How the system responds will depend on the exact nature of the transfer

function.  There are three main ways in which the system can respond: under, over and

critically damped.

 In the under-damped system, the output will quickly change to the new value but

in the process will overshoot its desired level.  Eventually, after one or more oscillations,

the output will settle into the new value.  Figure 18-4 is a plot of the output in response to

the change in input.
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Figure 18-4.  Response of under-damped system.

For under-damped systems, the output will always overshoot the desired output,

and the maximum value is called the peak overshoot.  When the output oscillates (goes

above and below the final value at least once), the system is considered to be under-

damped.  The length of time it takes the system to reach its final value is called the settling

time.

 For over-damped systems, the response is quite slow.  The output will sluggishly

approach its final value and there will be no overshoot.
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Time
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settling time

Figure 18-5.  Response of over-damped system.

The critically damped systems are the dividing line between over and under

damped systems.  A critically damped system may or may not overshoot the final value,

but there will be no oscillation.  The system reaches its final value in the minimum amount

of time.  There is only a small range of parameters, which will achieve critical damping,
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and therefore it is rarely achieved.  Critical damping should be thought of as an idealized

situation that differentiates between over and under damping.
O
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settling time

Figure 18-6.  Response of critically damped system.

It is not always clear that the system should be designed to be critically damped, it

depends on the application.  For instance, if the system cannot tolerate any overshoot

whatsoever, it would be wise to make the system slightly over-damped.  On the other

hand, if the input is constantly changing, and the quickest initial response is needed, then

the system should be slightly under-damped.

Example: How do you classify the shock absorbing system on a car?

When the shocks are new, the car will respond quickly to a step change in input (i.e. a

bump in the road).  The car will usually overshoot and may or may not oscillate.  The

system is probably just slightly under-damped.

As the shocks age, the dampers wear out, and the system will become more under-

damped.  When a bump is encountered, the car will oscillate a few cycles before settling

down.
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 Chapter 19  

Weapons Delivery Systems

Figure 19-1.  SM1 MR being fired from a FFG-7

Once the decision has been made to engage a target, the immediate need is to place

a weapon on (or close if it’s a nuke) the target.  This weapon delivery system involves the

integration of communications, sensors, propulsion, flight control, and navigation systems.

Often these delivery systems will utilize equipment with multiple functions and must be

timeshared and their use prioritized.  The best way to understand these diverse pieces is to

divide the delivery guidance process into three phases, initial, mid-course and terminal.

Initial Mid-course Terminal

Figure 19-2.  Phases of weapons flight.
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Initial (Boost) Phase

The initial phase begins with the signal to launch and ends with the weapon in

stable flight towards the target.  The functions that must be accomplished to achieve this

will vary with the complexity of the weapon involved.  At a minimum, all systems must

provide an initial direction for the weapon.  This is called the gyro course of the weapon.

It is chosen to intercept the target.  The gyro course is provided by the fire control

computer, which must solve the fire control problem.

θO

θT

θM

CT

CM

CO

S T

S
M

S O

BT

Capitol Letters
C = course (true)
S = speed
θ = relative bearing
(to LOS)
B = bearing (true)

Subscripts
T = target
O = own ship
M = missile

 Figure 19-3. The Fire Control Problem.

As an example, consider the two-dimensional fire control problem shown in Figure

19-3.  If the weapon travels at constant speed and course, it will intercept the target if and

only if it matches its speed perpendicular to the line-of-sight.

If the course and speed are not constant, e.g. for gunnery where the projectile is

subject to aerodynamic forces and gravity, the solution cannot be determined so easily.

Suffice it to say that if all the forces are known and can be modeled, then a solution is

possible.  The exact details, of course, depend on the application.

To achieve the correct course for the weapon, the launcher may train its axis,
called the boresight, to the gyro course.  For example, a gun is trained to direct the round.
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If there is a difference between the boresight and sensors frame of reference, the weapon
will not go to the gyro course.  This is called an alignment error.

x

x'

θ

y

y'

Figure 19-4.  Alignment error.

Some other applications are limited by the configuration of the launcher on the
platform.  For example, a torpedo is usually launched from a tube with a fixed orientation
in the ship or submarine.  In this case, the weapon must alter course after launch in order
to achieve the correct heading.  This is usually part of a preset maneuver, which also takes
the weapon to a safe separation distance from the launch platform.  In fixed
configurations, the gyro course may be limited.  In particular, as a safety feature, the
weapon may not be permitted to turn 1800 after launch, as this would put the launch
platform in the flight path of the weapon.

Additionally, many weapons do not start their own propulsion engines until clear
of the launch platform.  Some have two or more stages of propulsion.  The first stage is
called the booster.  It is usually a rocket motor, which accelerates the weapon to cruising
speed.  Some engines, like the ramjet design that uses scoop air injection, must be moving
before they can function, and therefore require a booster.  Common propulsion systems
are listed in Table 19-1.

Type Description Advantages Disadvantages

Rocket motor liquid or solid fuel Very high thrust,
Unlimited altitude

Limited to short range

Ramjet jet engine with scoop air
injection

Few moving parts,
efficient

Must be boosted to
operational speed

Turbojet jet engine with air
intake turbine

Very efficient, long
range

Limited to relatively
slow speeds and
altitudes.

Table 19-1.  Common weapon propulsion types.
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Mid-course Phase

Once the weapon is on gyro course and at cruising speed, the delivery system may

maintain steady course and speed.  For ballistic weapons, like gunnery, there will be no

control at all during the mid-course and terminal phases.  However, a missile system

requires extensive control during the mid-course phase to successfully reach the target.

There are two relevant functions, flight control and navigation. In-flight navigation is

discussed in the next chapter.

Flight control maintains the missile on the preset flight path from the launch

platform to a location near the target.  The simplest manifestation is to maintain constant

speed, course and altitude.  In other words, the flight control system acts as an auto-pilot

for the missile.  The flight control system takes input from sensors on the missile itself, or

from an external tracking system and sends signals that reposition its control surfaces.

Common missile control surfaces are listed in Table 19-2.

Name Location Comments
Canard forward high loading, not a stable configuration alone
Fin mid good for altitude changes without changing angle of

attack
Tail aft low loading, inherently stable

Table 19-2.  Control surfaces.

Terminal Phase

Once the weapon is close to the target, it may sense the target and alter course

accordingly in order to get even closer.  From this point until the weapon releases its

destructive force, is called the terminal phase.  Again, for some weapons, nothing changes

in the terminal phase.  A projectile continues on its ballistic trajectory until it hits

something.  Missile systems, however, usually make a big change in their navigation.

There are two distinct categories of terminal guidance, control guidance and homing

guidance.  In control guidance, the missile is directed to the target through contact with an

external source.  In homing guidance the missile responds to direct contact with the target.

There are two common applications of control guidance, command and beam-

rider.  In command guidance, the missile receives all of its instructions from the external

source.  The external source tracks both the target and the missile and then sends

instructions to the missile to close the separation.  The common application of this method
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is called retransmission, where the sensor is located in the missile, but the information is

sent via data link to an external location, which sends flight commands to the missile.

Examples are Phoenix, Standard and Tow missile systems.

Target

tracking

beamMissile

tracking

beam

Communications

link

Figure 19-5.  Command control guidance.

Beam-rider guidance utilizes a tracking beam from an external platform that
illuminates and tracks the target. The missile rides the beam to the target.

Target

tracking

beam

Missile follows beam

to target

Figure 19-6.  Beam-rider control guidance.

There are three main types of homing guidance.  Active homing, the missile emits
its own signal which is reflected from the target, e.g. radar.  Passive homing, the missile
tracks a signature emitted by the target, either infrared from exhaust (e.g. Sidewinder
missile) or perhaps the target has an active radar which is tracked (e.g. HARM missile).
Semi-active homing, the energy originates from an external source, is reflected off the
target and then collected by a sensor in the missile.  Semi-active homing differs from
beam-rider control guidance in that the missile follows the reflected beam to the target.
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Figure 19-7.  Semi-active homing guidance.

In either case, control or homing guidance, the way in which the weapon closes the

distance to the target is called homing logic.   There are many approaches to the way the

weapon should respond in the terminal phase, each suited to different demands of the

target.

The simplest approach is to continually fly at the target.  This is called pursuit

logic.  Eventually, the flight path will take the weapon either directly ahead or behind the

target (usually the later), which is why this is called pursuit logic.  This design method is

simple to implement but requires a significant speed and maneuverability advantage over

the target if the weapon is to close the range quickly.

1 2 3 4

2

1

3

4
Target

Weapon

Figure 19-8.  Pursuit homing logic.



Chapter 19
Weapons Delivery Systems

239

A slight modification of this method is to maintain a constant angle to the line-of-

sight.  This can either be ahead of the target (lead angle) or behind (lag angle). If a lead

angle is chosen, the weapon will generally close the range more quickly, but will also end

up chasing the target from behind, on a parallel course, slightly offset.

Another approach is to maintain the true bearing to the target.  This is

accomplished by matching the component of speed perpendicular to the line-of-sight.

Recall this is also the fire control solution for the constant speed and course weapon.  This

method is more suitable for cases where the weapon’s speed is comparable to the target.

As long as the target is not moving directly away, the weapon will close the range quickly.

1 2 3 4

2

1

3

4

Target

Weapon

Figure 19-9.  Constant bearing homing logic.

All of the previous methods have some disadvantage.  The pursuit method wastes

time by positioning the weapon behind the target, and may miss when close.  The constant

bearing method can be slow to initially close the range.  The solution is proportional

navigation.  In this case, the weapon changes its course proportionally to the rate of

change in the target’s bearing.  At long range, the weapon closes rapidly.  At short range,

the weapon will respond more quickly.  The only disadvantage to proportional navigation

is the complexity of the control system.
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Figure 19-10.  Proportional navigation homing logic.
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Navigation Systems

Figure 20-1.  Cruise Missile.

Global Positioning System

Principle of Operation

The Global Positioning System (GPS) is a satellite based navigation system.  It

uses a digital signal on a carrier frequency of 1.5 GHz from each of up to 12 satellites.

With sufficient navigational data, the receiver determines its exact range from each

satellite as well as the satellite’s geographic position (GP).  The GP is the location on the

earth that is directly below the satellite.  This establishes a line of position (LOP) on the

earth, as illustrated in Figure 20-2.
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Line of position corresponding to

all points on surface of Earth at

equal distance from satellite

Figure 20-2.  Line of position on the surface of the Earth from a single satellite.

A second LOP (from another satellite) will narrow the location of the receiver to

two possible locations, as shown in Figure 20-3.  Finally, a third LOP will resolve the

location of the receiver to a unique position on the Earth.
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Figure 20-3.  Fix from two lines of position on surface of Earth (2-D mode).

The range from the satellite is determined by the time the signal is received.  The

satellite signal includes the time at which it was sent.  By comparing that to the receiver

clock, the time delay and hence the range can be determined.  The satellites contain

precise atomic clocks that are updated from a master station.  The GPS receiver, however,

does not contain a precise atomic clock.  To determine the correct time, the receiver uses

a signal from a fourth satellite.  This signal is used to solve for any error in the receiver’s

clock.  As a result, the receiver obtains an accurate three-dimensional navigational fix, as

well as the precise time.

In order for the system to work, there must be at least four satellites visible to the

receiver.  There are a total of 21 operational satellites, with three spares. These satellites

circle the globe every twelve hours in polar orbits at an altitude of about 20,000 km.  If we

assume 21 satellites, evenly spaced over the 4π steradians (a steradian is the unit of solid

angle, which is surface area divided by radius squared) of the Earth’s sphere.  That gives

about 4π/(21) =  0.6 steradians per satellite. Assuming the receiver can see about ¼ of the

sky at any one time, about π steradians, that would involve π/0.6 ≈ 5 satellites.  Therefore

the constellation of 21 satellites is adequate to provide continuous, worldwide coverage.
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System Components

The basic system is divided into three segments: the spaced-based, control and

user segments.
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Space segment
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Figure 20-4.  Segments of GPS.

Space-Based Segment

The space-based segment consists of the 24 satellites in polar orbits as shown in

Figure 20-5.  At 20,000 km above the earth, the GP of the satellites travels along a

meridian.  At this altitude, one complete orbit takes about 12 hours.  The orbits of the

various satellites are distributed by increasing their orbital plane in increments of 55o.  A

typical satellite orbit is shown in Figure 20-5.
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geographic position of

satellite

Figure 20-5.  Polar orbit.

Control Segment

The master control station (MCS)is in Colorado Springs, and run is by the Air

Force.  There are also unmanned stations in Hawaii, Kwajalein, Diego Garcia, and

Colorado, which track the satellites and relay information to the MCS.  There are three

uplink antennas at Diego Garcia, Kwajelein and Ascension.  The control segment tracks

the satellites and updates their orbital parameters and clocks.

User Segment

 These are the GPS receivers.  They receive the satellite transmissions and perform

calculations to determine the position, altitude and time outputs. The antenna is designed

to receive the circularly polarized satellite signal at either 1575.42 (L1) or 1227.60 (L2)

MHz.  The difference between these signals will be discussed below.  The signal is

basically comprised of a 50 bps bi-polar phase shift keyed (BPSK) digital signal containing

navigation data. This in turn is carried on a 1,023 MHz spread spectrum signal, which

serves to encode the identity of the satellite; and to widen the signal bandwidth which

reduces the threat of interference from narrowband sources.

The GPS system is accurate to within about 53 ft. in position, 0.3 fps in velocity

and 100 nanoseconds in time.   However, for the purpose of denying a precise navigational

system to possible hostile forces, a random error of anywhere between 130 and 330 feet is

intentionally inserted.  The degraded signal is used in the Standard Positioning System
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(SPS). The unadulterated signal is known as the PPS (precise positioning system) and is

only available to government approved users.  The PPS requires decryption to be useable.

To compensate for the injected errors, a system has been developed, outside of the

government program, to measure and correct for the error.  This is known as Differential

GPS or DGPS.  The principle of operation is that a fixed site, with well-known position,

obtains a SPS fix, measures the error and broadcasts the correction to other DGPS users.

For any extended range weapon system, precise and continuous positioning

information is invaluable.  GPS using PPS can be expected to be used in any system where

it is monetarily and dimensionally feasible.

Inertial Navigation Systems

Principle of Operation

Inertial navigation is based on the concept of calculating the difference in position

from some reference point based on measured acceleration at frequent intervals.  For

simplicity, consider a one-dimensional case like the distance a train moves down the track.

Suppose the train is initially moving with velocity, v0.  If we consider a short time interval,

∆t, the train will move a distance of x = v0∆t during that period.  If there is no

acceleration, the total distance covered could be found similarly for any time interval.

If the train accelerates, perhaps by an increase in the throttle position, the velocity

will begin to change.  An algorithm could be set up to compute the distance traveled.

Given:

x = x0

v = v0

step 1:  x = x +  v ∆t

step 2:  measure a

step 3:  v = v +  a ∆t

step 4:  repeat step 1

A computer could easily carry out such a procedure.  All that is required is a

means to measure the acceleration at any time.  A device that does this is called an

accelerometer.  The simplest design is nothing more than a mass, m, on a spring, oriented

in the direction of motion, with a scale that measures the compression of the spring.
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 acceleration = a

at rest,
acceleration = 0

∆x

spring pushes back
with force = k ∆x

acceleration
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displacement by

a = k∆x/m

weight
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Figure 20-6.  Accelerometer.

The acceleration will cause the spring to compress until the force of the spring

matches the mass times the acceleration (recall that F = ma).  The force of a spring is

linear with the change in the length of the spring, ∆x, which can be written as F = k∆x,

where k is the spring constant.  By measuring the change in length of the spring, the

acceleration can be calculated by:

a = k∆x/m.

This design can be extended to more degrees of freedom.  Ultimately we need

three degrees of freedom.  We would need to have three accelerometers, one for each

direction.  Unfortunately, when the object changes directions, the accelerometers mounted

on it, will change direction relative to an external frame of reference. In fact the coordinate

systems used should ideally be an inertial frame of reference, meaning that it is not

accelerating.  For navigation, it is tempting to reference some Earth-based coordinate

system like latitude and longitude.  However this system is non-inertial, because of its

rotation.  In fact,  a point on the surface of the Earth at the equator must be accelerating

inward (at about 0.03 m/s2) to stay in position.  Fortunately, this can easily be

accomplished by gravity.  A proper reference system can be Earth-based, with one of its

axes aligned parallel to the axis of the Earth for example, but it cannot rotate.  For this

reason, many inertial frames are chosen based on the stars, called celestial frames.
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Having chosen a proper inertial reference frame, we need to know the orientation

of our object relative to the inertial frame.  Then the measurements from the

accelerometers can be transformed into the reference frame.  After this, the previous

procedure may be carried out.  Perhaps the simplest way to achieve this is to create a

perfect gimbal system, which keeps the accelerometers always oriented with the reference

frame, and lets the object move around it.  Of course, this isn’t possible with mechanical

systems, due to friction.  Early systems used a complicated system of gyroscopes to

maintain the orientation.  This system is known as the stable platform.  It provides the

proper orientation for the accelerometers at all times, regardless of the motion of the

object to which it is mounted.

Z-direction

accelerometer

Y-direction

accelerometer

X-direction

accelerometer

Stable

platform

Figure 20-7.  Inertial navigation system (INS).

If the platform on which the accelerometers are mounted changes its orientation,

the readings must be related back to the inertial reference frame.  Suppose for example

that our body is rotated counter-clockwise by angle θ.
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Figure 20-8.  Rotation of reference frame.

The measured accelerations in our body system, x’-y’, are related to the reference frame

by:

ax = ax’ cos θ - ay’ sin θ
ay = ax’ sin θ + ay’ cos θ

Instead of maintaining the accelerometers oriented to an inertial reference frame, it

is sufficient to know the orientation relative to the inertial frame.  This can be

accomplished by a ring laser gyro (RLG).  A single RLG can measure rotation about a

single axis.   A three RLG unit will measure all possible rotations.  The RLG actually

measures rotation rate.

Laser

Beam
splitting

prism

Counter-

clockwise

beam

Clockwise

beam

Figure 20-9.  Ring laser gyro.
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The laser in the center provides the source for two beams, one clockwise and one

counter-clockwise.  Each beam will set up a standing wave, where an integral number of

wavelengths will fit into the circumference, P.  If the system is not moving, both standing

wave modes will be the same.  The condition is satisfied when nλ = P (where n =

1,2,3,…).  The frequency will be f = c/λ as usual.  When the system is rotating, the

standing waves will change frequency corresponding to the Doppler shift.  If the ring of

radius R is rotating with angular velocity, ω, then the Doppler shift is ∆f± = ± ωR/λ. The

positive sign is for the counter-clockwise (+) beam.  Therefore the two modes will differ

by a total of ∆f = 2ωR/λ.
If the Doppler shift can be measured with great accuracy (and it can), then the

angular rotation rate can be known at all times, which in turn can be integrated to find the

orientation angle relative to the inertial frame.  This of course must be done for each of the

three degrees of freedom for rotation. The equations are:

ω = λ∆f/2R

θ = ∫ ω dt
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Ballistics

Figure 21-1.

Interior Ballistics

When a projectile weapon, such as used in naval artillery, is launched from the gun

barrel, it is accelerated to a high velocity by the burning of propellant.  The propellant may

travel with the projectile or be stationary in the barrel.  The gases produced by the burning

propellant are trapped within the volume inside the barrel that is behind the projectile.  The

introduction of more heat into the exhausted gases causes their pressure to rise, which in

turn will accelerate the projectile. The study of these forces and of the action within the

gun at the time of fire is referred to as interior ballistics.
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Figure 21-2.  How projectiles are launched from a gun.

Initially, the pressure will rise, dominated by the introduction of heat.  As the

projectile gains speed, the rate of expansion will increase. The movement of the projectile

increases the volume, which tends to drop the pressure.  Eventually, the rate of pressure

decrease due to expansion will exactly match the rate of pressure increase due to heat

input.  At that point, the maximum pressure will be reached, and afterwards, the pressure

will begin to drop rapidly.  The maximum or peak pressure determines how much stress

the barrel must be able to withstand.  A very large peak pressure requires a thick barrel.

Propellant Types

The exact shape of the pressure vs. position curve will depend on how the

propellant burn rate is controlled.  The propellant burns only on its surface.   If we take a

simple solid shape (like cylinder or sphere) for the propellant, the surface area, which is

burning, will decrease with time.  This is called a degressive propellant.
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Burning surface travels

inward.  Area of active
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time.

Figure 21-3.  Degressive burn rate.

On the other hand, if the propellant is burned from the inside as well as the outside,

the net surface will stay the same, creating a neutral propellant.

Burning surface travels

inward and outward.  Net

area of active burning is

steady over time.

Figure 21-4.  Neutral burn rate.

Lastly, the burn may proceed from many smaller interior positions, in which case it

will be a progressive propellant.
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Figure 21-5.  Progressive burn rate.

Most propellant is not solid, but is comprised of many small pellets.  It is the shape

of the individual pellets that determines the type of burn rate control.  For cylindrical

pellets, the three different types are shown in Figure 21-6.

Degressive Neutral Progressive

Figure 21-6.  Pellet type propellant shapes.

The type of propellant will alter the shape of the pressure vs. position curve.

Progressive propellants raise the pressure more slowly than degressive propellants.  For

this reason, the peak pressure is often less. On the other hand, degressive propellants

accelerate the projectile more rapidly in the initial portion of the barrel, while progressive

propellants can reach higher exit velocities.  A comparison of the two types is shown in

Figure 21-7.
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Figure 21-7.  Progressive vs. degressive propellants.

Which type of propellant to use depends on the application.  If the barrel cannot be

made very long, it is better to use a degressive propellant to achieve the maximum exit

velocity in a limited distance.  An example might be a cannon on an aircraft.  As a

consequence of using degressive propellant, the barrel must be made thicker in order to

withstand the increased peak pressure.  If length is not restricted, a progressive propellant

can be used to minimize the stress on the barrel and to also achieve the maximum exit

velocity.  An example where progressive propellants should be used is the gun on a ship or

tank.

Rifling

Most of the projectiles are spun as they travel down the barrel.  The barrel usually

has rifling, which is either an indentation or projection that twists around the barrel along

its length.
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Figure 21-8.  Gun barrel rifling.

If the projectile is soft, like a bullet, the rifling digs into the bullet to engage it.  If the

projectile is hard, it must have projections on it, which fit into the grooves on the barrel.

For naval ammunition, this is found on the rotating band, which also serves to seal the

volume behind the projectile so that propellant gases cannot escape.  Figure 21-9

illustrates the architecture of a typical projectile.

Base

Rotating
Band

Bourrelet

Ogive

Body

Figure 21-9.  Typical projectile architecture.

♦ Ogive  is the aerodynamic shape at the front of the projectile.  It also provides a

protective cover for the fuzing system.

 

♦ Bourrelet is a band around the projectile that centers it while minimizing the amount of

surface area in contact with the barrel.

 



Chapter 21
Ballistics

257

♦ Body is the main casing of the projectile.  It contains the warhead, consisting of the

casing and explosive fill.

 

♦ Rotating Band is another band around the projectile.  Like the bourrelet, centers the

projectile, seals the volume behind the projectile, and minimizes friction.   The rotating

band also engages the rifling and spins the projectile as it travels down the barrel.

 

♦ Base provides a flat surface for the expanding gasses to push on and accelerate the

projectile down the barrel.  The base may also contain a firing mechanism to ignite the

propellant if self-contained.

 

Exterior Ballistics

Gravity

Once the projectile leaves the muzzle (the end of the barrel) many forces govern its

trajectory.  Primarily, gravity exerts a constant pull on the body and acts through the

center of gravity (CG) which is determined by the distribution of weight throughout the

body.   Gravity always produces a uniform downward vertical acceleration of 9.8 m/s2.

Aerodynamic Forces

The projectile is also subject to aerodynamic forces that provide lift and drag to the

body as it flies through the air.

CP

CG
Angle of attack

Gravity

Drag

Lift

Direction of motion

Figure 21-10.  Aerodynamic forces.
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Aerodynamic forces are generally proportional to the square of the velocity.   The

aerodynamic forces act through the center of pressure (CP) which is a function of the

body’s shape.

The force that acts opposite to the projectile’s motion is called drag.  There are

three types of drag force, which apply to projectiles.  Skin drag is caused by friction on the

outer surface as it moves through the air.  Shape drag due to the flow of air around the

projectile produces low pressure behind the body. Wave drag is a loss of energy that is put

into acoustic waves as the body passes through the air.  Wave drag is particularly strong

near the speed of sound in air.

All drag forces act at the center of pressure and are in the opposite direction of the

motion of the projectile.  The drag force can be written as

Fdrag  = CD(α) × A × ½ ρv2,

where:

CD(α)= the coefficient of drag, which is a function of the angle of attack, α;
A = the effective area of the body ;

ρ = the density of air (~1.2 Kg/m3); and

v = the velocity of the body relative to the air stream.

The force perpendicular to the direction of motion is called lift. The lift force has

the same form as drag

Flift = CL(α) × A × ½ ρv2,

where: CL(α) = the coefficient of lift, which is a function of the angle of attack, α.  

Aerodynamic Stability

If the center of pressure is located behind the center of gravity, when the body

changes its angle of attack, the aerodynamic forces create a restoring torque which tend to

drive the body back to its neutral angle, where all the torques are balanced.  This situation

is therefore inherently stable, since the body will always be driven back to neutral angle.
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Figure 21-11.  Flight stability.

The situation can be improved further by spin stabilization.  When the body is

rapidly rotating about its principal axis, the action of aerodynamic torque is altered.

Instead of changing the angle of attack, the same torque will act at a right angle and

change the yaw angle.  Furthermore, the amount of deflection will be reduced

proportionally to the amount of spin.  If the body is spinning very rapidly, the amount of

deflection will be very small and the body will require a large amount of torque to alter its

orientation in any direction.  The spin is achieved by the rifling inside of the barrel.  The

rotating band engages the rifling and spins the projectile as it travels down the barrel.

L

spin
direction

T

gust of wind

L

T

L'

Top view

φ

Side view

L' = L + T∆t

Figure 21-12.  Spin stabilization.

Suppose a gust of wind tries to increase the angle of attack by applying a torque T

for a short duration of time, ∆t.  The torque will change the angular momentum, L, by an

amount T∆t.  Recall that the angular momentum,

L = Iω,
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where:

I= the moment of inertia, and

ω = the angular velocity (rotation rate).

The additional angular momentum will be at a right angle to the previous angular

momentum.  As seen from the top, the projectile will deflect by an angle φ.  For small

deflection this angle can be approximated by

φ ≈ T∆t/Iω.

From this form, it should be apparent that the amount of deflection can be reduced

proportionally to how fast the projectile is spinning about its principal axis.

Drift

Projectiles that are spin stabilized are subject to another force called drift.  This is

the same force that deflects a “curve ball” in baseball.  As the projectile moves vertically,

up initially then back down under the influence of gravity, the spinning will tend to deflect

the projectile perpendicularly to the motion.

Coriolis Force

Projectiles, which travel great distances, are subject to the Coriolis force.  This is

actually not a force at all, but an apparent acceleration caused the Earth’s rotation.  The

local frame of reference (north, east, south and west) must rotate as the Earth does.  The

amount of rotation, also known as the earth rate is dependent on the latitude:

earth rate = (2π radians)/(24 hours) × sin(latitude).

For example, at 30o N, the earth rate is 0.13 radians/hr (3.6 x 10-5 rad/sec).

As the frame of reference moves under the projectile that is traveling in a straight

line, it appears to be deflected in a direction opposite to the rotation of the frame of

reference.
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rotation

Figure 21-13.  Coriolis force.

In the Northern Hemisphere, the trajectory will be deflected to the right.  A

projectile traveling 1000 m/s due north at latitude 30o N would be accelerated to the right

at 0.07 m/s2.  For a 30 second time-of-flight, corresponding to about 30-km total distance

traveled, the projectile would be deflected by about 60 m.  So for long range artillery, the

Coriolis correction is quite important.  On the other hand, for bullets and water going

down the drain, it is insignificant!

Aiming Errors

When launching ballistic projectiles, an error in the initial direction of flight will cause a

significant change in the location of the projectile at the end of its flight.  The longer the range,

the greater the error.  Suppose the aim is off by some small angle, ∆θ, then after traveling a

distance R, the change in the position, ∆x, will be approximately ∆x ≈ R∆θ.
Many things can cause aiming errors.  First of all, it is important to align the barrel

of the gun with the direction it is aimed.  In aircraft, this is called boresighting, where the
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gun barrel is aligned with the principal axis of the aircraft.  More commonly, the aiming

device is aligned with the gun barrel, called sighting.

Another type of error occurs when a significant distance separates the aiming

device from the gun barrel.  This creates parallax, which can be corrected for, but only if

the range is accurately known.
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 Chapter 22  

Chemical Explosives

The main purpose of any warhead is to inflict damage on the target.  The way the

damage is caused may vary with different types of warheads, but in the most general

sense, damage is caused by the transfer of energy from the warhead to the target.  The

energy is typically mechanical in nature and takes the form of a shock wave or the kinetic

energy of fragments.  In either case, to be effective, a large amount of energy must be

released.  For many warheads that energy is stored in the form of chemical explosives.

Explosive Reactions

There are many chemical reactions that will release energy.  These are known as

exothermic reactions.  If the reaction proceeds slowly, the released energy will be

dissipated and there will be few noticeable effects other than an increase in temperature.

On the other hand, if the reaction proceeds very rapidly, then the energy will not be

dissipated.  Thus, a great quantity of energy can be deposited into a relatively small

volume, then manifest itself by a rapid expansion of hot gases, which in turn can create a

shock wave or propel casing fragments outwards at high speed. Chemical explosions are

distinguished from other exothermic reactions by the extreme rapidity of their reactions.

In addition to the violent release of energy, chemical explosions must provide a means to

transfer the energy into mechanical work.  This is accomplished by expanding the product

gases created by the reaction.  If no gases are produced, then the energy will remain in the

solid or liquid products as heat, and there will be no effective transfer of energy to the

target.

Most chemical explosions involve a limited set of simple reactions, all of which

involve oxidation (reaction with oxygen).  A relatively easy way to balance chemical

explosive equations is to assume that the following partial reactions take place to their

maximum extent (meaning one of the reactants is totally consumed) and in order of

precedence as shown in Table 22-1.



Chapter 22
Chemical Explosives

264

Priority Reaction (to completion)
1 Metal + O → Metallic Oxide  (ex:  ZnO or PbO)
2 C + O → CO (gas)
3 2H + O → H2O (gas)
4 CO + O → CO2 (gas)  (The CO comes from reaction (2))
5 Excess O,H & N → O2, N2, & H2 (gases)

Table 22-1.  Priorities of explosive reactions.

Example -  Balance the combustion of TNT:  C7H5N3O6.

No metals, so start with priority 2:
6C + 60 → 6CO, leaving 1C, 5H, 3N;

No oxygen left, skip priorities 3 and 4.

Lastly, the gases combine:
3N → 3/2 N2

5H → 5/2 H2, leaving 1 C not consumed.

Overall:
C7H5N3O6 → 6CO + 5/2 H2 + 3/2 N2 + C.

The total amount of energy released in the reaction is called the heat of
explosion (∆E). It can be calculated by comparing the heats of formation before and after
the reaction ∆E = ∆Ef  (reactants) - ∆Ef  (products).  The heats of formation for the
products and many common explosives (reactants) are given in Table 22-2.  The heat of
explosion is defined such that it will be positive for an exothermic reaction.

Name Formula MW (g/mol) ∆∆Ef (kJ/mol)
CO 28 -111.8
CO2 44 -393.5
H2O 18 -240.6

Nitroglycerin C3H5N3O9 227 -333.66
RDX C3H6N6O6 222 +83.82
HMX C4H8N8O8 296 +104.77
PETN C5H8N4O12 316 -514.63
TNT C7H5N3O6 227 -54.39
TETRYL C7H5N5O8 287 +38.91

Table 22-2.  Heats of formation.

Notes:

1) CO,CO2 and H2O are assumed to be in gaseous form.

2) ∆Ef for N2,H2,O2 and all other elements are all zero.
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Example:  Find the heat of explosion for TNT.

Before:  ∆Ef = -54.4 kJ/mol

After:  ∆Ef = 6(-111.8) + 5/2(0) + 3/2(0) + 1(0) = -670.8 kJ/mol

∆E = (-54.4) + 670.8 = 616.4 kJ/mol,

Since ∆E > 0, the reaction is exothermic, and the heat of explosion is +616.4 kJ/mol.

Expressed on a mass basis (MWTNT = 227 g/mol), TNT releases

(616.4 kJ/mol )(1000 J/1 kJ)(1 mol/227 g) =  2715 J/g.

1 kg of TNT releases 2.715 x 106 J of energy.

What should be noted at this point is that the heat of explosion and the energy of

explosion are not equal.  The energy of explosion is given by a complex integral equation

which when solved is roughly equal to;

Energy of Explosion = -∆E + T∆S.

The second term, which hasn’t been discussed to this point, is the expansion energy, which

in actual explosions contributes to the energy in the blast wave.  The calculation of this

term is beyond the scope of this course and is more readily measured experimentally rather

than theoretically calculated.  In the above calculation we found the heat of explosion for

TNT and we find experimentally that the energy associated with the blast wave is1965 J/g.

Therefore, the total energy of explosion is 4680 J/g or, 1 Kg of TNT releases 4.680 x 106

J of energy.

Since most of the energy release comes from oxidation reactions, the amount of

oxygen available is a critical factor.  If there is insufficient oxygen to react with the

available carbon and hydrogen, the explosive is considered to be oxygen deficient.  The

converse is considered oxygen rich.  A quantitative measure of this is called the oxygen

balance, defined as

OB
MW C

H
M O

MW

oxygen

losive
=

− + + −( )[ ]( )

(exp )

100%)( 2
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Where C,H,M&O are the number of moles of carbon, hydrogen, metal and oxygen in the

balanced reaction and MW is the molecular weight of oxygen (= 16 g/mol) or the

explosive.

Example - Find the oxygen balance for TNT.

OB = -(100 %)(16/227)[2(7) + 5/2 - 6] =  -74%

Oxygen deficient

As a general rule, the oxygen balance should be near zero to get the maximum

amount of energy release.  Other concerns like stability or volatility often limits the oxygen

balance for chemical compounds.  TNT is an example of a relatively powerful explosive

that is oxygen deficient.

Some explosives are mixtures of compounds that are called composites.  A

common example is composite B-3, which is made up of a 64/36 percent mixture of RDX

(C3H6N6O6) and TNT.  If written in the same notation, it would be C6.851H8.750N7.650O9.300

and would have an oxygen balance, OB = -40.5%.  ANFO, which is a 94/6 mixture of

ammonium nitrate and fuel oil, has a -0.6% oxygen balance.  Composite explosives

generally have oxygen balances that are closer to the ideal case of zero.  Table 22-3 lists

the mixtures used for some common composite explosives.

Name Composition Formula

AMATOL 80/20 Ammonium nitrate/TNT C0.62H4.44N2.26O3.53

ANFO 94/6 Ammonium nitrate/#2 Diesel oil C0.365H4.713N2.000O3.000

COMP A-3 91/9 RDX/WAX C1.87H3.74N2.46O2.46

COMP B-3 64/36 RDX/TNT C6.851H8.750 N7.650O9.300

COMP C-4 91/5.3/2.1/1.6 RDX/Di(2-ethyhexyl)

sebacate/Polyisobutylene/Motor Oil

C1.82H3.54N2.46O2.51

DYNAMITE 75/15/10 RDX/TNT/Plasticizers -

Table 22-3.  Composite explosives.

Strength of Explosives

The determining factor in the conversion of the heat of explosion into mechanical

work is the amount of product gases available for expansion.  In the case of TNT, 10

moles of gas are produced for each mole of explosive.  We can exploit this fact to make
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predictions about the actual explosive strength of other chemicals.  This is known as the

Berthelot approximation, which states that the relative explosive strength of a material (as

compared to TNT on a mass basis) may be calculated on the basis of the change in internal

energy (∆E), and the amount of gas produced.  If we combine these factors and put in

values for our reference, TNT, we obtain

Relative Strength (%) =  
840

2

∆ ∆n E

MW

Where:

∆n = the number of moles of gas per mole of explosive;

∆E = the heat of explosion in kJ/mol; and

MW = molecular weight of explosive in g/mol.

The factor of 840, accounts for the units and values of ∆E and ∆n for TNT.

Example- Calculate the Berthelot relative strength for RDX

RDX:  C3H6N6O6 → 3CO + 3H2O  + 3N2

MW = 222 g/mol
∆n = 9 mol
∆Ef (before)= 83.82 kJ/mol

∆Ef (after) = 3(-111.8) + 3(-240.6) = -1057.2 kJ/mol

Therefore:
RS = 840 (9) (83.82 + 1057.2)/2222

RS =  175 %

The relative explosive strength calculated in this manner is of great value since the

actual strength can only be measured experimentally.  There are a variety of standard tests,

most of which involve a direct measurement of the work performed.  Here are some

measurements for RDX, all of which compare favorably with our Berthelot

approximation.

Ballistic mortar test:   140 %,

Trauzl block test: 186 %,

Sand crush test: 136 %,
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Categories of Explosives

Not only must explosive materials be highly energetic, as characterized by the

relative strength, but they must also react violently.  The speed of the reaction is vital to

the build up of a large amount of energy into a small volume.  Reactions that proceed

slowly allow the released energy to be dissipated (this is a consideration involving the

interaction of the shock wave with targets).  An explosion will create either a shock wave,

throw fragments outward or both.  If the energy release is slow, the shock wave will be

gradual and extended, and the fragment velocity will be low.  On the other hand, a violent

reaction will be characterized by a very sharp (short duration, high pressure) shock wave

and high fragment velocities.  This rapidity of reaction is called the brisance, or shattering

potential of the explosion.  It is a property of the material and the degree of confinement.

If an explosion is restrained initially, it can build up a large pressure and achieve the same

effect.  The rapidity of the reaction is used as a method of classification of explosive

materials.

Explosive materials which react very violently, are brisant and are known as high

explosives.  They are used solely for their destructive power.  In contrast, there are some

materials that react more slowly.  These are known as low explosives.  They release a

large amount of energy, but due to the relatively slow rate of reaction the energy is more

useful as a propellant where the expansion of the gases is used to move projectiles.  An

example would be gunpowder, which although quite energetic, is classified as a low

explosive and used primarily as a propellant.  It is true that confinement will increase the

brisance of gunpowder but there is a wide variety of materials that react much more

quickly and violently than gunpowder.

Initiation of the Explosive Reaction

Although the oxidation reactions that release energy in explosive reactions are

energetically possible, they do not occur spontaneously.  There is usually some small

barrier that must be overcome by the input of energy that will start the reaction, which

then will continue by itself until completion.  The input of energy to overcome the barrier

is known as initiation (or detonation).  Sometimes only mechanical force is required as in

the case of nitroglycerin.  In other situations, it requires heat such as from a match or

electricity.  The ease of which an explosive may be detonated is its sensitivity.  For safety

considerations, explosive materials are separated into three categories, those which will

detonate easily, called sensitive or primary explosives; those which require slightly more

energy to detonate, called intermediate explosives;  and those which require relatively
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more energy to detonate, called insensitive or secondary explosives.  The terms refer to

how the different materials will be physically configured in a working explosive device.

Primary H.E.
(detonators)

Intermediate H.E.
(boosters)

Secondary H.E.
(main charges)

Mercury fulminate Tetrytol RDX

Lead azide PETN Comp-A,B,C

Lead styphnate Tetryl Cyclotol

Tetracene TNT HBX-1,3

DDNP H-6

MINOL 2

Ammonium Picrate

Table 22-4.  Common explosives and their uses.

Primary explosive materials are used to detonate the entire explosive device.  That

is, they are usually connected to some external device, which starts the detonation.  In this

capacity, the primary explosive is called the detonator.  The energy from the explosive

detonation of the primary material is used to set off a booster.  A booster is required

because the primary material does not create a powerful enough shock wave to set off the

main charge.  The booster sets off the main charge and is made up of a secondary

(insensitive) explosive.  This combination of a small quantity of sensitive material used to

set off a large amount of secondary material is known as the explosive train.  It is called a

train, because the events occur in sequence.  The main charge must be made up of

insensitive material for the safety of those handling the device.  In practice, the detonator

is contained within the fuse mechanism, and is rarely stored with the device until it is

required for use.  In this manner, the device remains relatively safe, since it is only made

up of secondary (insensitive) material and cannot be detonated.
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Figure 22-1.  High explosive train.

Once the fuse is installed, the entire device requires great care in handling to

prevent inadvertent detonation.  Often, the device is configured so that the explosive train

must pass through a small physical port that connects the detonator to the main charge.

This port can be blocked until the device will be used.  As an example, the port may

consist of two rotating plates with off-center holes.  When the plates are aligned, the two

holes will line up and permit operation.  This is called arming the device.  Otherwise, the

holes will not be aligned and the device will be safe.  The mechanism with plates is called

the safing and arming device.  Other configurations exist, but they all accomplish the same

function, to prevent inadvertent detonation and permit detonation when authorized.
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 Chapter 23  

Warheads

Figure 23-1.  The MK83 (1000lb) General Purpose Bomb with Ballute retarding mechanism.

All of the sensors and guidance systems discussed so far have one goal, to deliver a
warhead to the immediate proximity of the target.  At this point, of course, the warhead
will detonate and hopefully disable the target. Warheads come in a wide variety of designs,
some only useful for special purposes.  But the majority cause damage in one of two
simple ways, either by concussion (blast effects) or by penetration with one or more
fragments. In order to understand the function of the warhead, we must first learn what
warheads can do and then how targets are vulnerable to their effects.

Warhead Construction
The typical warhead has three functional parts the fuze mechanism, the explosive

fill, and the warhead casing.

Fuze

mechanism

Explosive

fill

Warhead

casing

Figure 23-2.  Parts of a warhead.
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The fuze mechanism performs many functions.  It contains the equipment for

detecting the proximity to the target and initiating the detonation sequence, called the

TDD device (for Target Detection and Detonation).  It also contains one or more safety

mechanisms that prevent inadvertent detonation of the main charge.  Lastly, the fuze

provides the start of the high explosive train.  It consists of the detonator, which is a small

amount of primary high explosive, and possibly the booster charge.

When the explosive fill, which is a large amount of secondary high explosive, is

detonated, a large amount of heat will be released.  Initially, the explosion is contained

within the casing.  As heat is added, the gaseous products will raise the pressure until the

casing can no longer contain it.  At that point the casing will burst and the gases will

rapidly expand.  The casing will break up into fragments which will be propelled outward

at great speed.  The rapidly expanding gasses will compress the surrounding air and create

a shock wave which will propagate outwards at near the speed of sound in air (~340 m/s).

There are two main effects, which cause damage to targets, the high-energy

fragments of the casing and the shock (or blast) wave.  Warheads are usually designed to

maximize one of these effects.  Fragments tend to be lethal to a greater range than the

blast effects, but it depends on the particular target.  Aircraft are particularly vulnerable to

fragment damage, as are personnel.  On the other hand, buildings can only be brought

down by extensive blast effects.  We now turn to a detailed account of each type.

Blast Effects

The rapid expansion of the gaseous products after the casing has burst creates a

shock wave.  The shock wave is an acoustic wave like ordinary sound, but of limited

duration and great energy.  Recall that the energy of the acoustic wave was a function of

the amplitude, or peak pressure.  In shock waves, the peak pressure is achieved only once,

and is called the peak overpressure. The peak overpressure is reached very quickly as the

shock wave passes, after which the pressure subsides more slowly.
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Figure 23-3.  Peak overpressure and dynamic pressure in a shock wave.

As the wave passes the pressure oscillates one or more times between positive and

negative phases.  When the pressure is above the ambient, the shock wave is considered to

be in the positive phase.  The opposite condition is called the negative phase.

Due to the pressure differential within the shock wave, the air will flow from high

to low pressure.  This creates a blast wind, which can be of substantial velocity, well over

100 mph.  The blast wind only lasts for a fraction of a second and changes direction during

the negative phase.   As the wind flows against objects, they will feel dynamic pressure

from the drag.  The dynamic pressure felt by an object follows the familiar equation for

drag,

Pdyn = Cd ½ρv2,

where:

Cd is the coefficient of drag for the particular object;

ρ is the density of air (normally ~1.2 kg/m3); and

v is the velocity of the blast wind.
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Predicting Blast Effects

Due to the complex nature of explosions, it is not possible to easily predict the

magnitude of these blast effects.  However, there is a vast collection of experimental data

from the explosion of 1 kg of TNT, which has been chosen as the reference explosion.

The values for an arbitrary explosion can be found by relating it to the reference explosion

through a relation known as the scaling law.  It relates the distances at which the same

effect will be felt for different explosive amounts.  The scaling factor is W1/3, where W =

the equivalent amount of TNT (in kg).  W is found by multiplying the mass of the

explosive by its relative strength (RS).  Explicitly,

dW = do × W1/3

where:

do is the distance from 1 kg TNT; and

dw is the distance from the W kg of TNT equivalent.

Example:  If a particular peak overpressure, (example:  4 psi) is felt at 5 m from a 1 kg

TNT explosion (the reference), estimate how far away from a 10 kg PETN explosion, the

same effect will be felt.

The RS for PETN is 173% (from the Berthelot approximation).

W = 10 kg × 1.73 = 17. 3 kg

The actual distance dw is therefore = (17.3)1/3 × 5 m = 12.9 m

The same scaling law will also hold true for dynamic pressures.  The peak overpressure

and dynamic pressures are found from the graph in Figure 23-4.
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Figure 23-4.  Peak overpressure and dynamic pressure for 1 kg TNT.

Example:  Calculate the peak overpressure and dynamic pressure felt by a person facing a
blast of 10 kg of TNT equivalent, standing 5 meters away.

To use the graph, the distance must be scaled down to the reference condition.

do = dw /W1/3

do = (5 m)/(10)1/3 = 2.3 m

Using the graph,
peak overpressure = 23 psi
dynamic pressure = 2.0 psi
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Blast effect warheads are generally detonated above the ground.  This is done

intentionally in order to take advantage of constructive interference between the shock

wave coming directly from the warhead and the shock wave that is reflected from the

ground.  The shock wave heats and compresses the air as it passes through it.  This

therefore, has changed the medium through which the reflected shock wave is traveling.

The reflected shock wave travels faster than  the original shock wave allowing it to

overtake and combine with the original wave.  At some distance away, the two waves will

come together and create a region with even greater blast effects.  This is known as the

mach stem region.

direct shock wave

reflected shock wave

mach stem region

Figure 23-5.  The mach stem region.

In this region, both the peak overpressure and the dynamic pressure will be almost

double what would be felt if the warhead had detonated on the ground.  The height above

ground, which maximizes this effect at a particular range, is called the optimum height of

burst.  This is used to determine the setting for the detonator.  Although this effect can

greatly increase the effective range of some weapons, it only has practical application to

very large bombs, and nuclear warheads.  For smaller warheads, the extra distance from

the target resulting from the detonation above the ground more than compensates for the

increased pressures in the mach stem region.

Fragmentation Warheads

Compared to warheads that propagate their lethal effect in the form of a shock

wave, fragmentation warheads are generally cheaper and have a greater lethal range.

Principally, this is because the energy of the fragments dissipates more slowly than the
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energy of a shock wave.  There are two major criteria for fragmentation warhead design:

will the individual fragments have sufficient energy to damage the target and whether or

not there is a high probability that a fragment will actually hit the target.

The design of a fragmentation warhead is quite simple.  You only need to surround

the explosive charge with a heavy casing, which can also act as its container.  When the

charge detonates it will build up sufficient pressure to burst the casing.  If the casing is

pre-scored to separate into small pieces, the individual fragments will be thrown outward

at high velocity.  One of the simplest designs is the hand-grenade.  The exterior body of

the explosive charge is made up of a serrated fragmentation coil inside a thin sheet metal

casing with a straight-forward use of a high explosive train (comp-B is a secondary high

explosive).

The kinetic energy of an individual fragment at some distance from the explosion

will depend on two factors, the initial velocity, and the reduction in speed due to wind

resistance. The fragments will be thrown outward at a velocity which depends on the

nature of the explosive material (i.e. how energetic the explosion is) and the configuration

of the warhead.  By configuration we mean the mass of the explosive charge, the amount

of material available for fragments and the physical arrangement.

A theoretical analysis that predicted the initial velocities of the fragments was done

by R.W. Gurney in 1943.  The velocity is a function of three factors.  1) The heat of

explosion per unit mass of the explosive material,  ∆E, in J/kg (to convert from kJ/mol,

you must multiply by 106 and divide by the molecular weight).

For example,  ∆E = 616.4 kJ/mol of TNT.

Since TNT has a molecular weight of 227 g/mol

∆E = (616.4 kJ/mol)×(1 mol/227 g)×(103 J/kJ)×(103 g/kg)

∆E = 2.715 x 106 J/kg = 2.715 x 106 m2/s2

2) The configuration, which we will limit to three simple shapes: a flat plate, a cylinder

and a sphere.  Most warheads will fall into one of these categories.  For example, a land

mine is a flat plate, a 2000 lb. bomb is a cylinder and a hand-grenade is a sphere.  3) The

ratio of explosive charge to fragmenting metal, C/M, which is also known as the charge-

to-metal ratio.  The theoretical result is:

v  =  2 E0 ∆

C

M

K
C

M
1 +
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Where the value of K depends on the configuration:

Flat plate:  K = 1/3
Cylinder: K = 1/2
Sphere: K = 3/5

The lead term, 2∆E , is known as the Gurney constant for the explosive material.

The ∆E term is the heat of explosion in J/kg.  The Gurney constant has units of velocity

[m/s]. It is a rough measure of the speed of the explosion.  For example, the Gurney

constant for TNT is 2328 m/s.  The expression after the Gurney constant generally is in

the range of 0.5 to 2.0.

Example:  Find the initial velocity of fragments from a M-61 hand grenade.

The M-61 uses 185 g of Comp-B (Gurney constant = 2843 m/s)
and 212 g of fragmenting metal casing.

The charge-to-metal ratio,
C/M = 185/212 = 0.87

Using the spherical factor for K = 3/5,

vo = (2843 m/s) × (0.760)
vo = 2150 m/s

Reduction in Velocity with Range

As soon as the fragments are thrown outward from the casing, their velocity will

begin to drop due to wind resistance (drag).  The drag force is,

Drag = ½ ρv2 Cd A

where:

ρ = the density of air (normally 1.2 kg/m3);

v = the fragment velocity;

Cd = the coefficient of drag (depends on the  shape of the fragment and to some extent,

the velocity); and

A = the cross-sectional area of the fragment.

We can solve the equations of motion for the projectile and get the fragment’s

velocity as a function of the distance traveled.
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v  =  v  eS 0

CdAS

2m

−ρ

Where: S is the range, v0 is the initial fragment velocity and m is the mass of the fragment.

Example- Find the fragment velocity 100 m from the detonation of a M61 hand grenade,
given:

v0 = 2150 m/s
A = 1 cm2

Cd = 0.5
m = 2 g

We use the default value for the density of air.  This gives a velocity of

v(at 100 m) = (2150 m/s) e-(1.2 x 0.5 x 0.0001 x 100)/(2 x 0.002)

v = 480 m/s
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Damage Prediction

JDAM is an inertially guided munition with GPS capability.

When a warhead detonates in the vicinity of a target, we may expect that the target

will be damaged to some extent.  However, there is no guarantee that the target will be

destroyed or incapacitated.  There are too many factors involved that may alter the

outcome of the engagement.  So it only makes sense to talk of damage in terms of

probabilities.

Warhead Reliability

In order for the warhead to successfully detonate, a number of individual

components must all function properly.  For example, consider the high explosive train

represented by the following figure:
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Detonator Booster Main Charge

Figure 24-1.  High Explosive Train

Successful detonation requires that the detonator, booster and main charge all

function properly.  Functional reliability is the statistical probability that the warhead will

work.  It is given the symbol Ps, where the “s” stands for success.  Likewise each

component will have a certain functional reliability associated with it.  For example,

through extensive testing, it might be determined that the detonator will operate correctly

999 times out of 1000.  In this case, we would say that the functional reliability of the

detonator was 99.9%.

When the functional reliability of the individual components is known they can be

combined and used to predict the overall reliability of the warhead.  Consider the high

explosive train with these three components and their associated functional reliability’s:

Detonator : Ps  = 0.90

Booster: Ps = 0.85

Main Charge: Ps = 0.93

When these components are connected together, each must function in order to

complete the sequence.  This is called a series configuration since each event precedes the

next.  The overall functional reliability is the combined probability that all three events will

be successful, namely, Ps (overall) = Ps (detonator) x Ps (booster) x Ps (main charge).

Therefore,

Ps (overall) = 0.90 x 0.85 x 0.93 Y 0.71 or 71%

In the series configuration, the addition of other components tends to reduce the

overall functional reliability.  For example, if a safing and arming device (SAA), which is

designed to interrupt the high explosive train until certain conditions are met, is placed

between the detonator and booster as shown here,
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       Detonator            Safing and      Booster   Main Charge
          Ps = 0.95                Arming Device     Ps = 0.85       Ps = 0.85

  Ps = 0.81

the overall reliability is reduced to, Ps = 0.95 x 0.81 x 0.85 x 0.93  Y 0.61 or 61%.  Safety

devices may reduce the functional reliability but are necessary to protect the people

handling the warhead a before and during launch.

For a general series combination of n components, the overall functional reliability

is;

Where Psn = the reliability of the n th component.

On the other hand the functional reliability can be improved by adding additional

components in parallel.  For example, consider a warhead design that uses two

detonators, either of which can initiate the explosive train.

Detonator 1
         Ps (Det 1) = 0.95

Safing and
Arming Device           Booster          Main Charge
Ps (S/A) = 0.81     Ps (Boost) = 0.85     Ps (Charge) = 0.93

Detonator 2
         Ps (Det 2) = 0.95

Considering just the detonator portion of the train, there are four possibilities:

Ps (series) = Ps1 x Ps2 x Ps3 x … Psn
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1.  Detonator 1 works and detonator 2 works

2.  Detonator 1 works and detonator 2 fails

3.  Detonator 1 fails and detonator 2 works

4.  Detonator 1 fails and detonator 2 fails

The high explosive train will be initiated in all cases except number four.  So the

probability of failure is merely, Pf (both fail) = (Pf (det1)  x Pf (det2)  ).  But remember, Ps + Pf   = 1

so then Pf  = 1 - Ps .  Which leads to,

Pf (both fail) = (1- Ps(det1) ) x (1 - Ps(det2) ) and therefore ;

Ps (overall) = 1 - Pf (both fail) =  1 - {(1- Ps(det1) ) x (1 - Ps(det2) )}

This leads to the generalization that for n components connected in parallel,

Using the methods outlined above, an apparently complicated combination of

components can be reduced to serial and parallel elements, which can be simply solved to

provide warhead reliability.

Probability of Kill (Pk)

In order to make sense out of the infinite spectrum of outcomes, it is useful to

view it in black-and-white terms.  For most military engagements, it only matters that the

target is removed from action.  It is in this sense that the target is considered “killed.”  The

probability of kill (Pk) is a statistical measure of the likelihood that the target will be

incapacitated.  For a warhead, the Pk will depend on the nature of the target, specifically

how vulnerable it is to the effects of the warhead (i.e. the shock wave, fragments, etc.),

and the proximity of the warhead to the target.

The probability of kill can be defined conditionally.  For instance, we can speak of

the Pk if a fragment hits the target.  To clarify the situation, the following notation will be

used when needed to express the conditional probability of kill,

Pk|hit = the Pk if the fragment hits the target.

  In this case the overall Pk will be the product of two factors,

Ps (parallel) =  1 - {(1- Ps1 ) x (1 - Ps2 ) x (1- Ps3 ) x … (1 - Psn )}

or

Ps (parallel) =  1 - {(Pf1 ) x (Pf2 ) x (Pf3 ) x … (Pfn )}
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Pk = Phit × Pk|hit.

Where Phit is the probability of the fragment hitting the target.

In practice, there may be many factors contributing to the overall Pk.  For example, the

target must be detected and localized, the weapon launched and delivered to the target and

then detonates reliably.  Each of these factors will add conditional terms to the overall Pk.

Circular Error Probable

The proximity of the warhead to the target is also statistical in nature.  We may

speak of the average distance from the point of impact and/or detonation to the target if

many warheads were launched at it.  Alternatively, we may speak of the most probable

outcome from a single launch, which turns out to have the same value.  Therefore, the

measure of the most probable distance from the point of impact and/or detonation to the

target is the circular error probable (CEP).  It is defined as follows:

CEP = the radius of a circle about the aim point inside of which there is a 50%

chance that the weapon will impact and/or detonate.

For the purpose of estimating the probability of kill, we will use the CEP as the distance

from the point of detonation of the warhead to the target.

Levels of Damage

There are two ways to think of the process.  In one case, there will be varying

levels of damage to the target.  For instance, the target may sustain minor damage which

does not affect its operation, or the target may be completely destroyed.  In the other

view, there is some probability that the target will be removed from operation, which is the

Pk.  The two views are related, of course.  For descriptive purposes, we make the

associations shown in Table 24-1.

Damage Level Description Pk|hit

light minor damage, some functions lost,  but 0.1
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still capable of operation.

moderate extensive damage, many functions lost.

Operation still possible but at reduced

effectiveness

0.5

heavy unable to operate 0.9

Table 24-1.  Levels of damage and probability of kill.

Damage Criteria for Blast Effect Warheads

There are two main ways that blast effects may damage targets, diffraction and
drag loading.  Diffraction loading is the rapid application of pressure to the target from all
sides as the shock wave passes over it.  It is associated with diffraction because the shock
wave front will bend around and engulf the target as it passes.  In diffraction loading, the
overpressure of the shock wave is applied to several sides of the object nearly
simultaneously.  For instance, a square building facing the blast would feel the shock wave
arrive on the front sides and roof at nearly the same time.  Ductile targets (for example
made of metal) will be crushed.  Brittle targets (for example made of concrete) will
shatter.  The loading can be estimated from the peak overpressure.

Incoming shock wave

Target

Figure 24-2.  Diffraction loading.

Suppose a shock wave of 25 psi peak overpressure is incident upon a standard one-story

residential house.  The surface area of the house could be estimated as follows:
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Frontal area =  40 ft. x 10 ft.

Side area = 25 ft. x 10 ft.

Roof area =  40 ft. x 13.3 ft.  (front half only of roofline at 20E)

Total area = 1432 ft2  x (144 in2/ft2) = 206,200 in2.

The total loading if all the peak overpressure were applied simultaneously to the front,

sides and roof,

Load = 25 psi x 206,200 in2 = 5.2 x 106 lb.

That’s a load of roughly 2600 tons.  It’s highly unlikely the structure would survive.

Drag loading, on the other hand, comes from dynamic pressure.  It is the

aerodynamic force, which acts on surfaces that are perpendicular to the shock wave front.

For example, if we subject the same residential structure to 3 psi of dynamic pressure, it

would feel

Drag load = 3 psi x 400 ft2 x 144 in2/ft2 = 172,800 lb., or

Drag load = 86 tons.

In general, the drag load will be much less than the diffraction loading.  However,

it is applied for a longer period of time.  The drag load also reverses direction, which tends

to rip objects apart.
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Shock wave arrives

Ambient conditions

Blast winds
reverse

Ambient conditions
restored

Drag loading

Reverse drag

Figure 24-3.  Drag loading.

Some targets, which are relatively flexible, are not damaged by diffraction loading.

These same targets may be vulnerable to drag loading damage.  Targets that are not

rigidly affixed will be thrown by the force and may be displaced by several meters.

Personnel are very vulnerable to this type of damage as well as the secondary threat of

being hit by other objects and debris thrown by the blast.  Aircraft and light equipment are

also likely to be damaged by drag loading.

For purely academic purposes, Table 24-2 is a list of possible targets which

indicates which effect they are most vulnerable to and the values of peak overpressure or

dynamic pressure required to achieve three levels of damage.

Target Damage mechanism Light (psi) Moderate (psi) Heavy (psi)

Industrial buildings Diffraction 3 5 15

Roads and Bridges Diffraction 5 8 12

Light armor Drag 1 4 7

Heavy armor Diffraction 10 100 200

Troops in open field Drag 1 3 5

Troops in bunkers Diffraction 5 30 100

Shallow buried structures Diffraction 30 175 300

Parked aircraft Drag 0.7 1.5 3

Ships Drag 2 5 7

Table 24-2.  Sample damage criteria for blast effects.
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Example:  Find the distance to which light armor might be destroyed from a 2000 lb TNT
equivalent bomb.

Referring to the dynamic pressure vs. range curve for a reference explosion (1 kg TNT)
we find that 7 psi of dynamic pressure will be felt at about 1.5 m.

To find the scaling factor W1/3 convert the warhead size into kg:

2000 lb. = 910 kg TNT

W1/3 =  9101/3 = 9.7

Therefore the effect (7 psi dynamic pressure) will be felt to a range of

R = 1.5 m x 9.7 = 14.5 m

Damage Criteria for Fragmentation Warheads

As a general rule, the vulnerability of some targets to damage caused by fragments

from a warhead depends on the kinetic energy.  The initial energy can be found from the

Gurney analysis and the velocity as a function of range can be found from the drag

equation.  For a typical fragment, about the size of a 120 grain, 9-mm bullet, the velocity

at 200 m is about 1/3 of its initial value, and therefore the kinetic energy is down to 10%

of its original value.

Personnel

Based on typical ballistics numbers, 100 J is the minimum lethal kinetic energy.
This is roughly equivalent to a .22 long bullet (40 grains) from a rifle at 1000 fps.  The
next level of damage is about 1000 J, which corresponds to a .357 jacketed soft-point
(158 grains) bullet at 1400 fps.  This is fairly lethal (depending on where it hits) to
unprotected personnel.  Lastly, around 4000 J is sufficient to penetrate body armor.  This
is equivalent to a 7.62 full metal jacket or .30-06 armor-piercing bullet (166 grains) at
2750 fps.  Roughly dividing this into three broad categories:

Light (.22 cal) =   100 J
Moderate (.357 cal.)=  1000 J
Heavy(.30-06 cal) =   4000 J
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Aircraft

Aircraft are generally constructed of light metals.  Giving a conservative estimate,

you could treat the aircraft skin as the equivalent of body-armor.  Thus it requires about

4000 J to penetrate the aircraft skin.

Armored Vehicles

It is probably unwise to assume an armored vehicle could be stopped by a

fragmentation warhead.  Any substantial amount of armor would require a specialized

projectile.  For light armor, saboted shells, which have a .50 cal outside shoe (sabot)

containing a .30 cal shell (penetrator) that is hardened and shaped to pierce armor.  At

almost 4000 fps, this can penetrate ¾” of steel.  Armor up to about 15”, can be pierced by

special rounds that weigh upwards of 3.5 kg and travel at 700 m/s (making their kinetic

energy about 850 kJ).  As a crude rule of thumb, we can estimate that it takes about 10 kJ

of kinetic energy per cm of steel in order to penetrate it.  Table 24-3 is a summary of the

damage criteria for targets vulnerable to fragmentation warheads.

Fragment Energy in kJ
Target Light Damage

(Pk|hit = 0.1)
Moderate Damage
(Pk|hit = 0.5)

Heavy Damage
(Pk|hit = 0.9)

Personnel 0.1 1 4
Aircraft 4 10 20
Armored vehicle 10 500 1000

Table 24-3.  Sample damage criteria for fragmentation effects.

Probable Number of Fragments Hitting the Target

It can be proven that the fragments from a typical warhead are generally lethal at

long range, far in excess of the lethal effects from blast weapons of equivalent size.  Drag

reduces the energy slowly.  For example, fragments from a hand-grenade can be

dangerous to a range of about 100 m.  However, the likelihood of being struck by a

fragment at 100 m is small.  There are only so many fragments that are distributed in all

directions.  The average number striking a target will reduce proportionally to 1/R2, where

R is the range.  We can express this as

N  
AN

4  Rhits
0
2

=
π
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where:

Nhits is the expected number of fragments hitting the target;

No is the initial number of fragments from the warhead;

A is the frontal area of the target presented to the warhead; and

R is the range of the target to the warhead.

When estimating the Pk from a fragmentation warhead, you must take into account

the number of fragments that are expected to hit the target.  Multiple hits must be handled

by correct manipulation of probabilities.  For multiple hits the overall Pk is found from

Pk = 1 - (1-PK|hit)
Nhits, if Nhits > 1, or

Pk  = Nhits × Pk|hit, if Nhits  < 1

Example:  Find the Pk from a hand-grenade against personnel at 2 m from the detonation,
assuming there are 200 fragments at about 3000 J each (you may neglect drag at this short
distance).

The closest value Pk|hit given in the table is 0.9 at 4000 J, so it would be reasonable
to expect a probability of some where between 0.5 and 0.9 for a single 3000 J fragment.
Take 0.8 as an estimate.

Assuming a person presents about 1 m2 to the warhead, the expected number of hits will
be :

Nhits = 1(200)/(4π22)= 4.

Therefore,

Pk = 1 - (0.2)4 = 0.9984.

This is a crude measure, however this calculation suffices to prove that virtually no
person 2 m from a hand grenade will survive, which is known to be true.

Compare this, on the other hand to the Pk at 5m.  Here there will only be

Nhits = 1(200)/(4π52) = 0.6

This can be taken directly as the probability of being hit, so that

Pk = 0.6 x 0.8 = 0.5.
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So at 5 m, a person might have a 50 % chance of survival.  Generally when

discussing weapons, the range within which there will be a 50% probability of kill is called

the lethal range of the warhead.
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Specialized Warheads

There are many different applications of warheads.  These specialized warheads

are used against specific targets and are designed to exploit a particular vulnerability.  In

contrast, general purpose warheads, that use blast and/or fragmentation, are designed to

cause a large amount of non-specific damage.

Armor-Piercing  Warheads

Armored targets require large amounts of energy to damage.  To defeat these

targets, shaped explosive charges are used to direct the explosive force that would

normally spread out in all directions, directly at the target.  Previously, we have assumed

that the blast and fragmentation effects were uniformly distributed in all directions.

Directionality in the explosion concentrates the effect at the expense of complete

coverage.  Therefore, shape charges are used in conjunction with sophisticated fuses

which detect not only the proximity to the target, but also its exact location relative to the

warhead as well as it direction of movement.

Explosively Formed Penetrators (EFP)

Further extensions of this concept are warheads using shape charges to penetrate

armor.  These are known as HEAT ammunition for High Explosive, Anti-Tank.  In this

case, the shape charge not only directs it energy onto the surface of the armor, but also

forms a jet of high-velocity molten metal that penetrates the armor by melting a small hole

through it.  The explosive charge is coated with a thin layer of ductile metal that is thrown

forward and inward as the explosive detonates.
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standoff distance

When the two surfaces

meet, they form

pencil-thin jet of

molten metal

high explosive

layer of metal

covering

explosive

surface

θ V' = Vcosθ
V

V

The velocity components of the two
sides combine to create a high-speed

jet moving forward.

V" > Vcosθ

The velocity at the tip of the jet
increases even more as the liquid
metal is compressed, forming a

hypervelocity jet with velocity up to
10 km/s.

Figure 25-1.  Formation of the hyper-velocity jet.

When the metal coating reaches the axis, the radial component of its velocity

cancels out on the whole, leaving only the forward component of velocity.  The extreme

pressure in the region where the metals comes together melts the metal.  The molten metal

then expands along the longitudinal axis.  This raises the velocity of the leading edge,

causing it to reach hyper-velocity levels (>2400 m/s). The pencil-thin jet of hyper-velocity

metal melts the armor in its path and penetrates to the interior.  The molten armor throws

slag into the interior causing damage to occupants and interior equipment.



Chapter 25
Specialized Warheads

295

When the standoff spike
contacts the target's
surface, it initiates
detonation of the shape
charge.  This standoff
distance is necessary
for the formation of
the hyper-velocity jet.

The hyper-velocity jet
penetrates the armor by
melting the metal in
its path.  The jet
throws slag (molten
metallic pieces) into
the interior.

slag

standoff

spike

jet of

molten

metal

armor

detonator
standoff
distance

Figure 25-2.  How the hyper-velocity jet penetrates armor.

In order for the hyper-velocity jet to form, the explosion must take place some

distance away from the surface.  If the warhead is designed to detonate on impact, a

standoff spike is used to initiate the detonation at the appropriate distance.

Kinetic Energy Penetrators

Another method of penetrating armor is to use a type of warhead called a kinetic

energy weapon or KE round.   The penetrator is pre-formed using a very heavy and hard

metal, e.g. tungsten.  The penetrator is launched and brought up to speed inside of a

carrier called a sabot.  The sabot then peels away, leaving the penetrator to fly with a

minimum of resistance to the target.  Often, the penetrator may have fins to stabilize its

flight.  These are also called APFSDS rounds, which stands for Armor-Piercing, Fin-

Stabilized, Discarding-Sabot.
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Fuel-Air Explosive (FAE)

The fuel-air explosive warhead is designed to create an enhanced blast effect.  It

accomplishes this by dispersing a highly flammable aerosol that covers a large volume,

then igniting it.  The burning proceeds rapidly because the fuel is dispersed in fine

droplets.  The process differs from conventional explosives in that the oxygen consumed

in the explosive reaction comes from the surrounding air.  The result is a violent

detonation, which creates a large shock wave.  FAE warheads are particularly effective

against targets that are vulnerable to blast effects.

Incendiary Warheads

These warheads are used to burn the area surrounding the point of impact.  This

can be an effective way to remove ground cover as well as kill troops.  The incendiary

warhead usually contains a highly flammable material that will cling to surfaces when

thrown.  The simplest incendiary material is a mixture of conventional fuel (like gasoline

or JP-5 jet fuel) combined with a thickener, that creates a highly flammable gel.

NAPALM is such a mixture.  Other materials include THERMITE, which is a mixture of

Aluminum and Iron oxide, which burns at high temperature and produces molten iron.  A

THERMITE hand-grenade will throw out these pieces of molten iron that will in turn

create secondary fires.
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Underwater Weapons

Figure 26-1 EOD team exercising mine warfare skills.

Underwater Explosions

Explosive detonations that occur underwater create shock waves in a similar

manner to detonations in air.  However, due to the elastic properties of water, the shock

wave tends to be of shorter duration, and has a proportionally larger peak overpressure.

The energy of the underwater shock wave attenuates very quickly with range.  Therefore,

the shock wave from an underwater explosion does not cause the same level of damage, as

one would expect from studying explosions in air.  This is not to say that there are no

effects from underwater shock waves.

Targets exposed to underwater shock waves will be subject to diffraction and drag

loading just like in air.  There will be very little translation of targets because the shock

wave is of short duration, and objects in motion will quickly be brought to rest by the drag

force of the surrounding water.  Diffraction loading applies, but targets that are in the
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water tend to be well designed to withstand this type of loading.  Therefore, very little

damage is done directly by these mechanisms.  Considerable damage can still occur due to

internal equipment failure and missile hazards (things thrown through the air inside the

ship).  In order to be the most effective, underwater warheads utilize the interaction of the

steam void created by the explosion with the hull of the target.  There are two distinct

cases, surface and submerged bodies.

When a warhead is detonated at close range beneath a ship, the steam void initially

lifts the ship upward from the middle.  This tends to weaken the ship’s keel.  After the

steam void has reached its maximum volume the surrounding water pressure will collapse

it.  The ship then falls into the void, still supported on its ends.  The keel will then break

under the ships own weight.  The compression of the steam void will raise the temperature

and the bubble will oscillate a few times.  The ship may be destroyed during the

subsequent oscillations if it manages to survive the first.

Warhead detonates beneath
hull

Steam bubble expands and
lifts hull, which weakens

keel

Steam bubble collapses and
the keel breaks as the ship

falls into void

Figure 26-2.  Beneath keel explosion.

When used against a submerged target, the greater ambient pressure and the

buoyancy of the surrounding water preclude effective uses of this technique.  However the

interaction of the steam void and the submerged hull can be exploited to severely damage

or potentially breach the submarine’s pressure hull.  The process begins with a close range

underwater explosion.  If the steam void contacts the hull it will attach itself.  In this

location, the oscillation of the steam void will cause a cyclic stress to the submerged hull

and weaken or breach it.  If a submarine’s pressure hull is compromised it is unlikely to

survive.
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Warhead detonates near the hull

Creates a steam bubble which
expands and contacts the hull

The steam bubble attatches to hull
and collapses under the pressure

of the surrounding water

The compression heats the steam
again and the bubble expands and

collapses periodically (pulsates).
The hull is damaged by the cyclic

stress.

Figure 26-3.  Explosion near submarine hull.

Depth charges are underwater bombs.  They are set to detonate at a prescribed

depth.  They must be dropped directly on the submarine to be effective.  The primary goal

in their use is not to sink the submarine, but rather to take it out of action.  The ambient

noise created by their use will generally deny the submarine the use of sonar.

Furthermore, the shock wave may disable internal equipment that could take the

submarine out of action.  For example, the shock wave may damage torpedo-launching

equipment or vital propulsion related machinery.  Depth charges are typically either

thrown over the side, shot out of cannons, or are rocket-propelled.  All methods have

limited range and accuracy.

Torpedoes

Torpedoes are self-contained weapon systems.  At the low end of sophistication,

they are straight-running underwater bombs.  At the high end, they have active and passive
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sonar seekers, and can be guided remotely or send telemetry information over a thin wire

back to the launch platform.  A typical torpedo is shown in Figure 26-4.

Figure 26-4.  Lightweight torpedo being launched from surface ship.

The torpedo sub-sections (from forward to aft) are:

♦ Nose section.  This section contains the acoustic tracking system.  It also houses the

electronic guidance computer.

 

♦ Warhead section. This section contains the target sensing mechanism.  Usually

torpedo fuses detect either impact or the magnetic field of the target (see the

discussion on mines for magnetic influence sensing).  The warhead also contains the

main explosive charge.  Modern lightweight torpedoes (dropped from aircraft) carry

about 100 lbs of explosive and heavyweight torpedoes pack in excess of 1000 lbs.

 

♦ Propulsion section.  This section contains either an electric motor and battery or a

combustion engine and fuel.  The fastest torpedoes use combustion engines.   In this

case, the performance is limited by depth due to the back-pressure the engine exhaust

must work against.  Modern torpedoes can travel in excess of sixty knots.

 

♦ Tail section.  This extreme after section contains the control surfaces and propeller.
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Sea Mines

Mine warfare continues to be one of the most effective means to deny use of a

particular area to the enemy’s ships and submarines.  Mines can be inexpensive and

therefore numerous.  Mines can detect the target’s presence through three methods:

magnetic, pressure, and acoustic influence.  Many mines can use any or all of the three in

various combinations.

Magnetic influence mines sense the permanent magnetic field causes by the iron in

the ship’s hull.  The magnetic field of a ship can be controlled by periodically degaussing

the ship.  However, this is a time consuming process which involves wrapping the entire

hull in large cables and applying a magnetic field for several hours.  Most ships therefore

have some detectable magnetic field and are vulnerable to magnetic influence mines.  Only

ships made out of wood or fiberglass are considered immune.  Furthermore, the mine can

be made to differentiate different types of targets on the basis of their magnetic

“signature.”

Field lines from permanent

magnetization of submarine

hull (ferromagnetism).

Mine detects the
magnetic signature
of a submarine

Figure 26-5.  Magnetic influence sensing.

Mines can also detect targets by the wake they create in the water.  As the ship

moves through the water, a pressure wave is formed which is visible as a wake on the
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surface.  The same thing occurs underwater but is not visible.  The pressure wave can be

detected by a mine, however.  The faster the ship is moving, the greater the effect.

The motion of a submarine through water creates
a pressure wave (underwater wake) that can be
detected by mine.

Figure 26-6.  Pressure influence sensing.

Lastly, the mine may contain sonar equipment to detect the acoustic “signature” of

the ship.  This too allows the mine to distinguish between many different types of targets.

Mine detects the
acoustic signature
of submarine

Figure 26-7.  Acoustic influence sensing.

There are two main types of sea mines in use, bottom and moored. Bottom mines

rest on the ocean floor.  They can be deployed from aircraft, submarines or ships, although

deployment from surface ships is rare.  In shallow water they are effective against surface

ships and in deep water against submarines.
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Mine sinks to bottom
where it begins
operation

Figure 26-8.  Aircraft deployed bottom mine.

A moored mine has two parts, an anchor and the mine case.  Once deployed (either

by aircraft or submarine), the mine case leaves the anchor and deploys to a preset depth.

The anchor keeps the mine from drifting.

The unit comes to rest

on ocean floor , then

deploys mine.

Mine floats at pre-

programmed depth.
Submarine deploys the mine by

ejecting the entire unit out of a
torpedo tube.

Some mines have the
capability to "swim" a
limited distance away
from launch platform

Figure 26-9.  Submarine deployment of mines.
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The submarine deploys the mine by launching it out of a torpedo tube.  Some

mines have a limited capacity to travel on their own (“swim”) and are used to deploy

mines into regions where it is too shallow or dangerous for the submarine to operate.

Other mines simply drop to the ocean floor and deploy.

Another variation is the “captor” mine, which is a bottom mine that releases a

lightweight torpedo when the target is detected.  The torpedo increases the range of the

mine.  When the torpedo is deployed it begins a circular search pattern using active sonar

to look for the target.

The unit comes to rest

on ocean floor , then

deploys mine.

Mine floats at pre-

programmed depth.
Submarine deploys the mine by

ejecting the entire unit out of a
torpedo tube.

Figure 26-10.  Captor mine.

Mines come in a variety of warhead sizes, from a few hundred to a few thousand

lbs. of explosive.  It should also be noted that drift mines, that is, mines which float freely

in the current, are not discussed since their use is prohibited by international law.

Mine Clearing

Removing sea mines is a difficult and dangerous mission.  There are three main

methods:

♦ Cable cutting.  This method is used to clear moored mines.  A sled with a cable

cutting mechanism is towed through the mine field by a helicopter.  The sled cuts the

mine case free from their anchors, which are then collected by the mine sweeper.  The

mine may be detonated by EOD personnel (by placing an explosive charge on the

mine) or sunk by gunfire  (shooting the mine may cause it to detonate, but not in every

case).
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♦ Detonation by towed sled.  The sled is towed by a helicopter as in the first case.  This

sled is designed to simulate the magnetic, acoustic and pressure signatures of the

expected target in order to detonate the mine.  The sled is generally of robust

construction so that is not destroyed in the process.  This method may not be effective

against sophisticated mines which are looking for specific signatures in combination or

have delay features which count a specific number of targets before detonation.

 

♦ Remotely operated robotic vehicles.  This process resembles conventional bomb

disarming.  The robot vehicle has cameras which broadcast video to a controller.  The

robot may be used to cut the mine free, disarm the mine, or disrupt it.  Disrupting is

the use of small amount of explosive to separate the fuse from the explosive charge.
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 Chapter 27  

Nuclear Warheads

Figure 27-1.Multiple re-entry vehicles of the MX missile system.

Principles of Operation

There are two main types of nuclear warheads, fission and fusion.  They both work

on the same general principle, changing the configuration of the atomic nucleus. The

manner in which the configuration is changed is the fundamental difference between the

two types.  In either a fission or fusion reaction, changing the configuration of the nucleus

also changes its binding energy.  Since energy must be put into the nucleus in order to

separate it into its constituents, protons and neutrons, the binding energy is negative.   If

the binding energy is made more negative by a change in the nuclear structure, the excess

energy will be released.

The nucleus is held together by the attraction between nucleons known as the

nuclear force.  It is very strong compared to the normal electromagnetic force, which

holds molecules together.  Therefore, the magnitude of the nuclear binding energy is much

greater than the magnitude of the molecular binding energy.  For example, it takes about

24 eV (electron-volts) to remove one of the two electrons in a helium atom, and about 54

eV to remove the second.  The total energy to remove all of the electrons would require

78 eV.  By contrast, it would take about 28 MeV to separate the two protons and two

neutrons in the helium nucleus from each other.  The nuclear binding energy of helium is
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larger than its molecular binding energy by a factor of  3.6 x 105.  Since the magnitude of

the nuclear binding energy is so much greater, the amount of energy released in nuclear

reactions will also be much greater.  This explains why nuclear explosions are so much

more powerful than conventional explosives when similar quantities of material are used.

If a deuterium (D or 2H) nucleus (one proton and one neutron) fuses with a tritium

(T or 3H) nucleus (one proton and two neutrons) it would yield a single helium (4He)

nucleus, an extra neutron, n, and energy.   The released energy would equal the difference

in total binding energy before and after the reaction.  The reaction is

2H  + 3H -> 4He + n + 18 MeV

The binding energy before = -2 MeV (D) + -8 MeV (T).

The binding energy after  = -28 MeV (Helium).

Therefore, the total energy released is the difference in binding energy:

energy released  = - 10 MeV - (-28 MeV),

energy released  = + 18 MeV.

The deuterium-tritium fusion (abbreviated as D-T) reaction releases 18 MeV of excess

binding energy per reaction. If every nucleus in 1 kilogram of D-T underwent this fusion

reaction, about

(1000 g D-T)(1 mol/5 g)(6.02x1023 nuclei/mol)x(1.8x107 eV/nuclei)(1.6 x 10-19 J/eV)

= 3.5 x 1014 J

would be released. By comparison, the same mass of TNT would release 4.680 x 106 J.

Therefore, the D-T fuel has a relative strength,

R.S. =  (3.5 x 1014)/(4.680 x 106),

R.S. =  7.5 x 107, or

R.S. =  75 million times the strength of TNT

The Difference Between Fission and Fusion Reactions

Reconfiguration of nucleons takes one of two distinct forms: fission or fusion.

Fusion is the combination of two or more light nuclei to make one nucleus of a heavier
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atom.  In general, the fusion process will release energy if very light nuclei are combined.

Fission is the splitting of a heavy nucleus into two or more lighter nuclei.   The fission

process will release energy if very heavy nuclei are split.

The binding energy always increases with the addition of nucleons, but more

importantly in determining when energy will be released is the binding energy per nucleon.

The binding energy per nucleon (B/A) reaches its peak at about 56 nucleons, which

happens to be iron (Fe).  A plot of binding energy per nucleon, Figure 27-2, illustrates

how B/A varies with atomic number.

Uranium-235
Plutonium-239

Tritium
Deuterium

 Iron-56

Figure 27-2.  Binding energy per nucleon.

For all atomic numbers less than 56, it is energetically possible to undergo fusion

reaction and release energy.  Just because it is energetically possible does not necessarily

make it likely to happen.  Most of these reactions can only occur under extreme

conditions, like those found in the burning of a star like the Sun.  The Sun is a giant fusion

furnace. When all of the available materials are changed into nuclei that can no longer

release energy through fusion, the fusion process will stop.  At that point, the Sun would

then be almost entirely made of iron.

For fission, the situation is best energetically when the atomic number is very high.
In fact, for very large nuclei, the process will occur spontaneously with some regularity
(like 244Pu for example).  Again the process will have diminishing returns the closer the
parent nucleus is to the magic number of 56.  The most commonly used fuels for fission
warheads are either 235U or 239Pu.  When 235U undergoes fission, it will typically release
about 210 MeV of energy.  We can estimate this from Figure 27-2, assuming that the
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nucleus split into two equal parts, each with about 118 nucleons.  Before the fission, the
235U nucleus is held together with about 7.5 MeV per nucleon or 1763 MeV total.  After
the split the two parts have about 8.5 MeV per nucleon or 2000 MeV.  The difference of
236 MeV is released in the reaction.

Compared to fusion, there is a great deal more energy released per fission.  You
must note, however, that the masses involved are also quite a bit heavier, so that on a
mass basis it is actually less than fusion.  In fact, fission releases about 1/3 the energy than
that released by a fusion reaction for the same mass of fuel used.

Mechanization of a Fission Warhead

To make a fission warhead, we must create the conditions that will make this
reaction occur with extreme reliability and rapidity (complete reaction in about 1
microsecond).  It has been found that some isotopes will undergo spontaneous fission, and
split apart under normal conditions. Common isotopes that undergo spontaneous fission
are 238U and 239Pu.  However, these have particularly slow reaction rates.  For example,
238U has a half-life for spontaneous fission of over 1015 years!  For practical applications,
these same materials may be induced to fission by the addition of neutrons.

The fission reaction itself usually produces at least one neutron and many times
two or three.  These neutrons may, in turn, induce more fissions.  If things can be arranged
so that neutrons from fission can produce, on average, more than one new fission, then the
rate of fission will increase exponentially.  This sequence of events that leads to an ever-
increasing number of fissions is called a chain reaction.

The detonation of a fission warhead is started by creating a chain reaction within

the fuel, which will induce an ever-increasing number of fissions until either the entire

mass is consumed or something else changes to stop the process.  In a fission reactor,

these conditions are created in a controlled manner.  In a fission warhead, the chain

reaction is created in an uncontrolled manner, so the reaction will proceed very rapidly.
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The fission process itself occurs within about 10-8 s.  If a significant number of fissions can

be made to occur simultaneously, the energy can be released in a very short period.

To sustain a chain reaction, there must be enough fissionable material present so

that the released neutrons will have a large probability of inducing another fission before

they can be lost to leakage or absorption in non-fissionable material. The minimum

quantity of material that will produce neutrons such that the reaction continues without

expanding (provided the cycle is started somehow) is known as the critical mass.  The

quantity of material that not only has the capacity to sustain the fission reaction but also

increase the number of fissions so that the reaction grows is called a super critical mass.

This depends on the specific fuel and physical arrangement, such as the shape, temperature

and pressure of the material.  So, in order to assemble an atomic bomb we merely create a

super critical mass of Uranium-235 or Plutonium-239 and inject it with some spare

neutrons to start the fission process.

The simplest warhead design:  gun-type

To make a fission warhead, all that is required is a quantity of fission fuel, greater
than the critical mass. Although it is possible to start the chain by spontaneous fission, it
may take a while.  For example, with 50 kg of 235U, you can expect a single spontaneous
fission every 3 sec or so. This would eventually start a chain reaction, which would build
slowly.  In fission warheads, a large quantity of neutrons are introduced into the material
jump starting the chain reaction.  This reduces the time required for the chain reaction to
grow and therefore the reaction consumes more fission fuel and is more efficient.

The mechanization of a simple gun-type warhead is uncomplicated.  Starting with
a critical mass of 235U, separated into two halves.  This prevents inadvertent detonation
from spontaneous decay. To initiate the detonation, the two halves are brought together
quickly while simultaneously injecting neutrons into the newly formed critical mass. The
“Little Boy” weapon used on Hiroshima was of this type.  The yield was the equivalent of
approximately 15 kilotons (Kt) of TNT.

The efficiency (meaning the actual explosive energy over the maximum possible
energy) was very low in this type of weapon.  For the Hiroshima bomb, the efficiency was
only about 1.4%.  The reason is simple, although putting the two hemispheres together
creates the critical mass, they blow apart as soon as the detonation begins with any force.
As the bomb blows itself up, it will no longer be a critical mass, and the chain reaction will
stop.  In this case, a great quantity of fissionable material will be leftover, and the
efficiency will be low.

Low efficiency is disastrous in a strategic sense for a number of reasons.  First, the
primary materials used for fission weapons do not come easily or cheaply.  235U that
occurs naturally in 0.7% of all Uranium must be isolated from the more abundant 238U.
This process is timely, costly and creates a lot of hazardous materials.   239Pu is not
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naturally occurring and must be manufactured by breeder reactors, which are very costly
to build and operate.  One warhead could easily cost several hundreds of millions of
dollars just to produce the fissionable material.

Figure 27-3.  Gun Type Fission Warhead “Little Boy”

Improvements of fission warhead design

There are two technical problems with the gun-type weapon that were readily
fixed, excessive neutron leakage and the premature end to the chain reaction due to
explosion.  Neutron leakage refers to neutrons that leave the body of the explosive
without reacting with the fission material.  Excessive leakage decreases the overall neutron
population and slows the rate of growth in the chain reaction.  Surrounding the warhead
with a neutron reflector, or tamper reduces neutron leakage.   The terms tamper and
reflector are generally used interchangeably.  However, the tamper serves two distinctly
different purposes.  The tamper, usually Beryllium-9 or Uranium-238, confines the
expanding fission material (holds it together) allowing it to fission longer before
disintegration stops the fission process altogether.  By reducing the rate of expansion it
increases the efficiency of the fissionable material (from 1.4% for “Little Boy” to a
practical theoretical limit of 25%) and the yield. The dual-purpose material used as a
tamper also strongly scatters neutrons and reflects (thus the alternate term “reflector”) a
fraction of them back into the fissile material, which also adds to the efficiency of the
fissile material.  The presence of the thick (7 cm in “Fat Man”) Uranium or Beryllium
tamper can substantially reduce the critical mass.
 The second problem with the gun-type weapon is that the bullet of Uranium has to
approach the target mass at very high speed or the chain reaction has time to start while
the bullet is still a distance away.  In this case, enough energy could be released to cause
an explosion prior to the bullet colliding with the additional mass to create a super critical
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mass. The premature end to the chain reaction results in a low yield explosion called a
“fizzle”.  This can be overcome by imploding the fissionable material with great force so
that the chain reaction can be sustained for a longer period of time. Two halves of
fissionable material is placed on the inside of a large hollow shell of high explosive.  With
implosion, even as the critical mass is achieved, the material continues to be compressed,
and is able to resist the outward push of the nuclear detonation for a longer period.
Quickly, the nuclear detonation will reverse the process and turn the implosion into an
explosion.  Eventually the material will expand beyond the point where it is a critical mass,
and the chain reaction will stop. By sustaining the chain reaction the efficiency is increased
and the greater the force of implosion, the greater the efficiency.  The improved
implosion-type warhead was developed in tandem with the gun-type warhead and was
implemented in the “Fat Man” bomb used on Nagasaki. This weapon had a yield estimated
at 21 Kt with an efficiency of about 21%.

Modern warheads, using thick tampers and very high-energy explosives have
reduced the required amount of 239Pu to a small fraction of older designs.

Figure 27-4.  Implosion Warhead Design

Mechanization of a Fusion Warhead

To make a fusion warhead, the designer must create the conditions which make
this reaction overwhelmingly probable so that the entire fusion fuel will be consumed with
extreme reliability and rapidity.   These conditions are extremely high temperature and/or
pressure.  The conditions must be similar to those found in the Sun.  Clearly, these
conditions cannot be created by ordinary means.
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A fission detonation is the only practical source of sufficient energy to create the
conditions that will make fusion likely. The energy from the fission detonation is
transferred to the fusion material by gamma radiation.  Gamma radiation is made up of
very high-energy photons, and is a normal, copious by-product of all fission reactions.  In
great quantities they can exert significant radiation pressure and literally crush the fusion
material into reacting.  The radiation pressure from a fission warhead can be more than 5 x
1012 N/m2 (equivalent to about 7 x 108 psi), an increase of 50 million over ambient
pressure.  The radiation pressure will compress and subsequently heat the fusion material
(since there is little time to transfer the heat anywhere else, this is clearly adiabatic
compression).  The temperature of the fusion material will increase by about the same
ratio as the pressure increase (like the ideal gas law), reaching more than 1010 K.  At these
high temperatures, the thermal motion of the atoms in the fusion material will be
sufficiently energetic so that fusion becomes overwhelmingly probable.  This is known as
thermal fusion or thermonuclear fusion.

All thermonuclear warheads are triggered by a fission warhead, called the primary
or trigger.   In order to confine the gamma rays and allow them to crush the secondary
(the fission fuel), a good gamma-ray reflector must surround the entire warhead.  Very
heavy atoms are best for this, and again 238U makes an excellent gamma ray reflector as
well as the tamper for the primary.

Figure 27-5.  Fusion Warhead

Nuclear Weapons Safety

There are two main concerns with the safety of nuclear warheads, preventing



Chapter 27
Nuclear Warheads

315

inadvertent detonation and preventing intentional detonation by unauthorized individuals.

Prevention of Inadvertent Detonation

All warheads have protective features to prevent them from being unintentionally

set off.  Nuclear warheads share these same protective measures.  Since nuclear warheads

are initiated by conventional high explosives, they can be safeguarded in an identical

manner to conventional warheads.  Examples of conventional safeguards are, installing

fuzing just prior to intended deployment; and electronic and/or physical interlocks that

prevent arming until all conditions are met.

For implosion-type fission warheads, the exact configuration of the high explosive

must be carefully controlled.  If the implosion doesn’t symmetrically compress the fission

fuel, the critical mass is affected and the yield may be reduced accordingly. This can be

engineered into the design as a safety feature. Unless the high explosive is simultaneously

set off in more than one location, the warhead will not produce a nuclear yield.  In

practice, the high explosive may require several points of detonation be initiated

simultaneously (or with some other precise timing). This can only be accomplished by

using the installed fusing system, which has all of the standard safety features present.  If

the high explosive is set off by some other means, the precise geometry will not be

obtained and there will be no nuclear yield.  This type of warhead is considered to be two-

point safe, meaning that at least two points of the high explosive are required to be

initiated simultaneously. This will prevent unauthorized or inadvertent means of

detonation from producing a nuclear yield.  For example, a fire engulfing the warhead

might set off the high explosive and detonate the warhead, but it will not produce a

nuclear yield.

Prevention of Unauthorized Detonation

The safety issues of preventing unauthorized detonation are two-fold, to protect

the security of existing weapons and to prevent terrorists from building their own.  The

security measures to safeguard nuclear weapons are not generally different than those used

to safeguard any highly valuable or dangerous object.  Nuclear weapons safeguards would

follow the established security procedures used anywhere; restricted access, armed guards,

protective storage facilities, fences, motion detectors etc.  These safeguards are also

applied internally, meaning that no one person is assumed to be beyond suspicion.  In

practice, this means at least two persons are required to be present whenever there might

be access to a nuclear weapon.

On the other hand, preventing some individual, organization or country from
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developing its own nuclear weapons is especially difficult. The critical technologies need

to be identified and controlled. Some of the critical barriers to producing a nuclear

warhead are:

♦ Production of fission material through enrichment of natural Uranium.

♦ Production of Plutonium fission material using a breeder reactor.

♦ Procurement of existing bomb-grade materials.

♦ Design of high explosives to create powerful and precise implosions.

♦ Development of neutron source technology.

♦ Procurement of the highly specialized technical knowledge required to produce high

yield nuclear weapons.
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 Chapter 28  

Characteristics of Nuclear Explosions

Figure 28-1.

There are three main effects associated with nuclear explosions, the blast wave, the

thermal pulse and nuclear radiation.  These three primary effects cause the most damage

and therefore are the most relevant to predicting the effects of a nuclear explosion.  There

also are a wide variety of secondary effects, but these effects are less useful in predicting

the overall damage.

The Blast Wave

All nuclear explosions release a tremendous amount of energy.  A thermonuclear

bomb will release about 70 million times as much energy as the same mass of conventional

explosive.  In a conventional explosion, the energy is released primarily as heat.  The

released heat causes the combustion gases to expand, which propels the casing fragments

outward at high velocity and compresses the surrounding air to create a shock wave.

Nuclear explosions also release a large portion of their energy as heat.  The difference

between nuclear and conventional explosions is scale.
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A conventional explosive may reach several thousand degrees before the

combustion gases begin to expand.  A nuclear explosion may reach several millions of

degrees.  At these extreme temperatures, the excess energy will be transferred primarily by

the release of x-ray radiation. Recall that objects at high temperature (several thousand

degrees) will radiate energy at visible wavelengths.  The wavelength of maximum radiation

can be found from the empirical Wein’s displacement law:

λ = 2898 µ K /T   where T = object temperature (in K).

If the internal temperature of a conventional explosion reaches 5000 K, then the
maximum radiation will be at 0.5796 µ, corresponding to yellow-green light.  Contrast this
to a nuclear explosion where the temperature might be two million degrees.   This gives a
peak wavelength of 1.4 nm, which are x-rays.

X-rays interact strongly in air, and therefore will not travel very far, only a few
feet, before transferring their energy to the surrounding air.  Since the surrounding air is
absorbing all of the x-rays, it will get very hot, creating the fireball, which can be up to a
mile in diameter.  The heated air in the fireball is between 3000 to 14,000 o C and will emit
radiation with wavelengths in the IR to UV.  This intense radiation is known as the
thermal pulse and can be strong enough to spontaneously ignite flammable materials more
than 10 miles away from the explosion.

The rapid expansion of the fireball, which was created by the absorption of x-rays
into the surrounding air, will create a shock wave.  The shock wave from a nuclear
explosion will be no different than the shock wave from a conventional explosion, except
that it will have a much greater strength and extent. Recall that blast wave effects obey a
scaling law, with a scaling factor of W1/3, where W is the warhead size in kg of TNT
equivalent. The size of a nuclear warhead is never expressed as kg of fuel, rather it is
expressed as kilotons of TNT equivalent.  A typical warhead might be 100 kilotons of
TNT equivalent.  This means that W = 108 kg of TNT (1 ton is roughly 1000 kg).
Therefore, blast effects of a 100 kiloton nuclear warhead can be expected to extend about
50 times further than a conventional 1000 kg conventional bomb, since

(W1/W2)
1/3 =  (108/103)1/3 = 46.

All the characteristics of the shock wave will be magnified.  The higher the peak
overpressure, the more strongly the blast wind will blow.  For conventional explosives,
these winds might achieve 60 mph, but for nuclear explosions, the maximum wind speeds
can exceed 1000 mph, and then slowly decay over the next ten seconds.  The dynamic
pressure, or wind pressure, from these winds can be great.  A 1000 mph wind would
create about 40 psi of dynamic pressure. This wind would create 56,000 pounds of force
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on a typical person, accelerating a 200 lb. person at 10,000 ft /sec2 (resulting in instant
death).  Only 0.1 psi of dynamic pressure (with a corresponding wind speed of 70 mph)
exerts about 150 pounds of force.  This wind would be felt at a range of almost 3 miles
from a 100 kiloton explosion.

Dynamic pressure (psi) Maximum wind speed (mph)

0.1 70
1.0 210
10 590

100 1600

Table 28-1. Dynamic Pressure as a Function of Maximum Wind Speed.

The blast winds will also change direction as the shock wave passes.  There is a
reversal of the winds as the compression of air is followed by a rarefaction (this is called
negative over pressure).  The reversal can be most devastating to the structures which
have flexed to accommodate the initial blast are rapidly flexed in the opposite direction.
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Figure 28-2.  Peak and Dynamic Overpressure as Shock Wave Passes.
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Finally as the shattering high overpressure passes, followed by high winds and
dynamic pressure, next by a reversal of winds, the pressure will return to normal.  Unique
to nuclear explosions is the afterwind caused by the rising of the enormous fireball. As it
rises at speeds up to 300 mph, the surrounding air will be drawn in.  These winds are
strong but do not cause a great deal of damage in comparison to the other blast effects.
However, the suction beneath the fireball will pick up a lot of dirt and debris, forming the
characteristic mushroom cloud as the fireball rises and cools.

Figure 28-3.  Mushroom cloud from a nuclear explosion.

Thermal Pulse

 The fireball will rapidly radiate its energy in the form of thermal and visible light.
The thermal energy will be quite strong and will extend the farthest of the three main
effects.  The fireball will begin to emit thermal radiation immediately.  It will take up to ten
seconds before the surface of the fireball cools enough to stop being a significant source of
thermal energy.  The intensity of this radiation will be great enough to cause combustible
material to spontaneously ignite.  Personnel exposed to a nuclear explosion will likely be
burned.  For a 100 kiloton warhead, 1st degree burns will be experienced out to 5 miles
from ground zero.
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Nuclear Radiation

There will also be a great deal of nuclear radiation released from any nuclear

explosion.  There are many forms of radiation that are harmful, but the greatest threat

comes from two types, neutron and gamma radiation.  These two are particularly harmful

because of their great penetration through most materials.  Neutron radiation comes from

the nuclear reactions themselves, and all of it will be emitted within the first microsecond.

Gamma radiation comes from three sources: directly from the nuclear reactions, the

radioactive decay of the fission by-products and from secondary reactions with materials

that have absorbed neutrons.

The radiation from a nuclear explosion that is emitted immediately, called prompt

radiation, is a combination of both neutrons and gamma rays.  This will be followed by

extensive gamma radiation from the radioactive fission by-products, which have relatively

short half-lives. There is an arbitrary cutoff of one minute within which the radiation is

called the initial radiation to distinguish it from the residual radiation after the first

minute.

The actual range to which the lethal radiation dose will extend is relatively short

(compared to thermal effects).  For the 100 kiloton warhead, personnel within1.2 miles

will receive a radiation dose that will likely cause death sometime in the next 30 days.

These same people would also experience 10 psi peak overpressure and 300 mph winds as

well as about 100 cal/cm2 of thermal energy.  Any one of these effects might be lethal.

Therefore the initial nuclear radiation effects are rarely the sole cause of death or

destruction because some other lethal effect is also present at that range.

Perhaps the most notable effect of nuclear radiation will be the continued long-

term exposure from a wide variety of radioactive by-products.  This radioactive

contamination will be widespread because of its dispersion within the fireball and

mushroom cloud where it will reach the upper level winds and be carried far from the

initial explosion.  Particularly long-lived isotopes, like iodine, that can be absorbed by

living organisms can cause an exposure risk for months afterward.  This contamination is

impossible to detect without instrumentation and therefore will gradually be dispersed

throughout the water and food supply.  The immediate vicinity of the explosion will

remain radioactive for dozens of years.
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Other Effects

The sheer magnitude of the energy release creates a variety of secondary effects,

although they are not generally considered lethal.  There will be a great flash of visible

light immediately after the explosion.  This is just the beginning of the same effect that

creates the thermal pulse from the fireball.  It can be strong enough to cause temporary or

permanent blindness if observed directly.

There will also be a great electric potential developed by the uneven flow of ions

outward from the explosion.  This is known as the electromagnetic pulse (EMP) and has

the strongest effect on electronics.  It passes some 10,000 volts through the circuitry and

typically destroys ordinary equipment.  The extent and magnitude of the EMP will vary

greatly.

Effect Range (miles)

Blast overpressure (40 psi) 0.5

Blast wind (600 mph) 0.7

Radiation (500 rem) 1.4

Thermal pulse (20 cal/cm2) 2.4

Table 28-2. Typical Lethal Ranges from a 100 kiloton Nuclear Explosion for Exposed Personnel.

Variation in Nuclear Explosion Effects by Burst Type

Air Burst

The detonation is above the surface, up to 30 km above the ground, but the fireball
does not touch the surface.  The effects described previously apply to air bursts only.

High Altitude Burst

The detonation occurs above 30 km. The shock wave is always less than for the air
burst because there is less air to heat to create it.  The excessive slant range minimizes
most other effects including blast.  However, the EMP is very large and extends over a
great distance.  The high altitude burst can therefore disrupt communications over a large
area.

Surface Burst
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The detonation may be on the ground or above the ground and the requirement for
classification as a surface burst is that the fireball touches the surface. The ground absorbs
a lot of the energy, so the range is reduced for most effects. It will produce a crater, which
creates a massive amount of fallout, due to the contaminated soil being thrown into air.
The EMP is also very intense, but only in the local area, due to asymmetry in the flow of
ions (the ground blocks half of the current).  Its most likely use is for single targets that
need maximum effect to provide requisite damage.

Underground Burst

The detonation is below the surface of the ground.  If it is close enough to the
surface it will make a crater. If the crater (or void) doesn’t break the surface there is no
radiation or fallout.  This is good for underground, bunkered targets and requires a
penetrating warhead design.

Underwater Burst

This creates a base surge (like a tsunami) of radioactive mist.  Beneath the surface
of the water, the shock wave has greater peak overpressure but is of shorter duration.
The peak overpressure is limited near the surface by destructive interference between the
direct and reflected wave (surface cutoff effect).  Very deep detonations are only used for
damaging submarines. Shallow underwater detonations are likely to damage surface ships,
but are not as effective as air bursts.

Nuclear  Attack  Defensive  Measures

Sequence of Events

1. Bright flash followed by thermal pulse (810 seconds duration)
 

2. Blast wave, rapid rise in pressure followed by extreme winds (in excess of 600 mph),
winds last up to 10 seconds, then reverse direction for 12 seconds.

 

3. (first minute): continuous exposure to high radiation

Defensive Measures: Priority of Actions

1. COVER EYES/TURN AWAY.  This protects against flash blindness, which can last
for 2-3 hours.
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2. TAKE COVER.  Any sort of barrier will shield the skin against burns from the thermal
pulse.

 

3. HOLD ON.  The blast wave may take 30 seconds to arrive.  Most injuries to personnel
are due to tumbling or being hit by flying objects.

 

4. GET BEHIND SOME SUBSTANTIAL SHIELDING.  Neutrons and gamma rays
will penetrate most materials.  Getting behind metal (best) or any thick object at least
for the first minute or so will substantially reduce the dose of radiation.

 

5. PUT OUT FIRES.  Over half the fatalities are usually due to secondary fires.
 

6. GUARD AGAINST CONTINUED EXPOSURE/CONTAMINATION. The use of
respiratory protection, anticontamination clothing and/or washdown systems will
reduce the potential for ingestion and inhalation of radioactive contamination.
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 Chapter 29  

Ionizing Radiation Fundamentals

          When a uranium atom is split or fissioned, it does not always split in the same place.

The two product fragments are chemicals of lower atomic weight than uranium and made

up of part of the nucleus and the electrons of the original larger uranium atom. The

uranium atom, of course, ceases to exist after it is split and more than 80 different possible

fission products are formed.  Each has the chemical properties associated with their

structure, and the additional capability to release ionizing radiation.   Ionization is the

process of knocking an electron out of its normal orbit around the nucleus of an atom

thereby producing two ions, (1) the negatively charged electron and (2) the remainder of

the atom which now has a net positive electrical charge.  Ionization radiation consists of

X-rays, gamma rays, alpha and beta particles, or neutrons released by a fission reaction.

With each fissioning, 2 or 3 neutrons are released which can strike another U235

atom causing more fissioning in what is usually called a chain reaction. A chain reaction

yields activation products, which cause existing chemicals in air, water or other nearby

materials to absorb energy, change their structure slightly and become radioactive. As

these highly energized forms of natural materials return to their normal stable state, they

too release ionizing radiation. Approximately 300 different radioactive chemicals may be

created with each chain reaction.

Besides their ability to give off ionizing radiation, many of the radioactive particles

are biologically toxic for other reasons. Plutonium is biologically and chemically attracted

to bone as is the naturally occurring radioactive chemical radium. However, plutonium

clumps on the surface of bone, delivering a concentrated dose of alpha radiation to

surrounding cells, whereas radium diffuses homogeneously in bone and thus has a lesser

localized cell damage effect. This makes plutonium, because of its concentration, much

more biologically toxic than a comparable amount of radium. The cellular damage caused

by internally deposited radioactive particles becomes manifest as a health effect related to

the particular organ damaged. For example, radionuclides lodged in the bones can damage

bone marrow and cause bone cancers or leukemia, while radionuclides lodged in the lungs

can cause respiratory diseases.
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Types of Radiation

Radioactive fission products, whether they are biochemically inert or biochemically

active, can do biological damage inside or outside the body.  There are four main types of

radiation capable of ionizing material as it passes through.  Ionization is the fundamental

damage mechanism of radiation.

Gamma

These are high-energy photons (electromagnetic radiation).  Gamma rays are

actually short wavelength x-rays, also called nuclear x-rays because the only reactions

which are energetic enough are to produce them are nuclear reactions.  Gamma radiation

may cause ionization by, the photo-electric effect (where the gamma-ray ejects an electron

from the atom and the incident gamma is destroyed), Compton scattering (where the

gamma-ray ejects an electron and is scattered at a reduced energy) or pair-production

(where the gamma-ray is destroyed in the production of an electron-positron pair).

Gamma rays come directly from the fission reaction and carry off about 3.5% of

the released energy.  Other gamma radiation, known as the initial radiation (within the first

minute), comes from the radioactive decay of fission by-products (beta decay) and

interaction with the surrounding air (which are decays of isotopes that became radioactive

by absorbing a neutron). The remaining radiation, known as residual radiation, comes from

beta decay of the various radioactive fission by-products.  Just as light passes through a

window leaving no trace of its existence, so too there is no residual gamma radiation left

as it travels through the body. However, the damage caused in its transit remains.

Gamma radiation is stopped most effectively by lead.  A one-tenth thickness of

shielding material will reduce the radiation exposure to 1/10th.  Or in other words, will

decrease a lethal dose of 1000 rem to a survivable 100 rems.  One tenth-thickness for

gamma rays equates to 4 inches of lead or equivalently, 12 inches of concrete or 24 inches

of water.

Neutron

A neutron is an elementary nuclear particle with no charge.  Neutrons cause

ionization by colliding with light nuclei (hydrogen).  In some of these collisions, a proton

will be ejected from the nucleus. The proton, which is positively charged, will then cause

secondary ionization through electromagnetic interactions.  Neutrons are released only as

a direct product of fission and fusion reactions. There is no residual neutron radiation.
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Neutron radiation is most effectively stopped by water. It takes about 10 inches of

water to reduce the exposure to 1/10th.  This is equivalent to about 24 inches of concrete.

Shielding against neutron radiation is actually more complicated than for gamma because

neutrons of high energy are attenuated differently than neutrons of low energy.  At high

energy, metals work best, while at low energy water works best. The best shielding

configuration is a heavy metal shield to "soften" (slow down) the neutrons and then a thick

layer of water or boron-impregnated material to absorb the less energetic neutrons.

Neutrons escaping from the fission reaction can penetrate the human body. They are

among the most biologically destructive of the fission products. However, they have a

short range, and in the absence of fissionable material non-radioactive materials will

quickly absorb them.

Beta

Beta radiation is a stream of elementary particles, either electrons (negative

charge) or positrons (positive charge).  Because beta particles are electrically charged,

they cause ionization through the electromagnetic interaction with other electrons and

nuclei. They will interact strongly with all types of materials.  Most of the radioactive

fission products decay by emitting beta particles.  The radioactive by-products of fission

are a major source of beta radiation.  Many radioactive products are found in fallout and

can cause widespread radioactive contamination.

Beta particles are stopped effectively by almost any material including clothing.

The main hazard with beta radiation is internal exposure from ingestion or inhalation of

contaminated materials (containing radioactive particles that eventually decay by emitting

a beta particle).

Alpha

An alpha particle is a helium nucleus (2 protons and 2 neutrons), that has a +2

electrical charge.  Like the beta particle, the alpha particle is already ionized.  It causes

ionization through the electromagnetic interaction with other electrons and nuclei. Alphas

interact strongly with all materials because of their high electric charge.  Some radioactive

fission products spontaneously emit alpha radiation as they decay.  Most alpha radiation

comes from unused fission materials like uranium and plutonium, which are naturally

radioactive and decay through alpha particle emission.

An alpha particle is larger in size than a beta particle (the size of a cannon ball

relative to a bullet) having correspondingly less penetrating power but more impact. Alpha
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particles can be stopped by human skin, but they may damage the skin in the process. Both

alpha and beta particles penetrate cell membranes more easily than they penetrate skin.

Hence ingesting, inhaling or absorbing radioactive chemicals capable of emitting alpha or

beta particles and thereby placing them inside delicate body parts such as the lungs, heart,

brain or kidneys always poses serious threats to human health. There has been no dose so

small that when inhaled it did not induce lung cancer in animals.

          Just as the skin stops alpha and beta radiation from penetrating to internal organs,

so too the skin stops the radiation of ingested alpha and beta particles from escaping

outwards.  Reducing the possibility of radiating a baby one is holding or another person

sitting nearby. Also, it is impossible to detect these particles with most whole body

counters such as are used in hospitals and nuclear installations. These counters can only

detect X-rays and gamma rays emitted from within the body.

Measuring Radiation

One way to approach the measurement of radiation is to count the number of

nuclear disintegration’s or decays that occur in a given unit of radioactive substance per

second. This measure is usually standardized to the first radioactive substance to be

discovered and widely used which is radium. One gram of radium undergoes 3.7 x 1010

nuclear decays per second. The activity of 1 gram of radium is called 1 curie (Ci), named

for Madame Marie Curie, a Polish-born French chemist (1867-1934).  In recent radiation

protection guides, the curie is being replaced by the becquerel, which indicates one atomic

event per second.  So, by definition, one gram of radium would equal 1 curie or 3.7 x 1010

becquerels.  The radioactivity of elements, which experience nuclear decay, is measured

relative to radium. For example, it would take more than 1 million grams of uranium to be

equivalent in radioactivity, as 1 gram of radium. Both 1 million grams of uranium and 1

gram of radium would be measured as 1 Ci.

          The energy released in nuclear decay has the ability to do work, i.e. to move matter.

In physics, the erg is a very small unit of work done. Lifting 1 gram of material 1

centimeter requires about 1000 ergs of work. Any material exposed to the force from

nuclear decay at a rate of 100 ergs/gm is said to absorb one radiation absorbed dose (rad).

There is no direct conversion from curies, which is related to the number of atomic events,

to the rad, which is energy absorbed in tissue.  Sometimes radioactivity is measured in

counts per minute on a Geiger counter. A nuclear transformation within an energy range

measured by the instrument and close enough to the instrument causes a count to be

registered. Most Geiger counters cannot detect alpha particle emitters like plutonium.       
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Units of measure

In order to make meaningful statements about radiation, we need a system of units.

There are three main measures of radiation the roentgen, rad and the rem.

 Roentgen – The measure of exposure to ionizing radiation.  One roentgen is the

quantity of gamma radiation that will cause 2.08 x 109 ion pairs to form in 1 cm3 of dry air

at standard conditions (STP).  The roentgen is by definition applicable only to gamma rays

or x rays

Rad (Radiation absorbed dose)–A measure of dose, or the how much radiation

energy is absorbed.  One rad represents the deposition of 100 ergs of radiation energy into

1 gram of material.  In tissue at or near the surface of the body, the gamma (or x ray)

exposure of 1 roentgen results in an absorbed dose of approximately 1 rad but this rough

equivalence does not apply to other materials.

1 roentgen of exposure = 1 rad of dose in body tissue.

Rem - The real concern is always the radiation dose in human body tissue.  For this

reason, the most appropriate unit of dose is rem, for “roentgen equivalent in man.” Since

the roentgen was defined for gamma radiation, we need a way to equate other types of

radiation. The rem dose is the rad dose times a quality factor Q.  For external radiation Q

is usually taken as 1, and rads and rems are used interchangeably.  However, to reflect the

greater biological damage done by alpha particles when inside the body, the rad dose must

be multiplied by 20 to give the rem dose. This is another way of saying that the alpha

particle does damage 20 times greater when lodged within a tissue, bone or organ. For

example, alpha particles giving a 2 rem (or rad) dose to skin would give a 40 rem dose to

sensitive lung tissue when inhaled.  Theoretically, the rem dose measures equivalent

biological effect, so that damage from X-rays, for example, would be the same as damage

from alpha particles, when the dose in rem was the same.  This is then used to derive the

dose in human body tissue as follows:

rem = rad x Q.

Radiation type Q
gamma 1
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neutron 1
alpha 20
beta 1

Table 29-1. Relative Biological Effectiveness for Various Radiation Types.

The rad and the rem are being replaced internationally by a pair of new units, the

gray (Gy) and the sievert (Sv).  The unit of absorbed dose, the gray, corresponds to one

joule of energy deposited per kilogram of tissue, so that one Gy equals 100 rad.  The

sievert is the corresponding unit of dose-equivalent and one Sv equals 100 rem.

In order to have a quantitative sense of the frequency of the different cell effects

caused by radiation exposure, imagine a colony of 1,000 living cells exposed to a 1 rad

X-ray (about the dose for one X-ray spinal examination). There would be two or three cell

deaths, two or three mutations or irreparable changes in cell DNA and about 100,000

ionizations in the whole colony of cells -- ranging from 11 to 460 ionizations per cell.

While cells can repair some damage, no one claims that there is perfect repair even after

only one such X-ray.

          A comparable 1 rad exposure to neutrons which has a higher linear energy transfer

would be expected to cause more cell deaths and more mutations. The ionizations caused

would range from 145 to 1,100 per cell.  Alpha particles, which occur naturally, would

cause roughly 10 times as many cell deaths and mutations, and 3,700 to 4,500 ionizations

per cell.

          The average number of cell deaths and mutations caused by the fission particles

present soon after detonation of a nuclear bomb would be even greater, with the

ionizations as frequent as 130,000 per cell.

Somatic  Effects

Ionizing radiation, by definition, creates ions as it passes through material.  In

human body tissue, the ionization will be within the somatic cells. The ions then damage or

alter the cells in a variety of ways, including: breaking chromosomes; causing the nucleus

to swell; increasing the viscosity of the cytoplasm; increasing the permeability of the

plasma membrane; and delaying or preventing mitosis.

Depending on which cells are damaged, there may be variety of effects on the

entire organism. For whole-body exposure, there are certain organs and tissue that are the

most sensitive to exposure to ionizing radiation. For moderate exposures (100-1000 rem),

the organs associated with the formation of the blood (the hematopoietic tissue) are at the

greatest risk. Moderate exposures to whole-body ionizing radiation poses the greatest risk
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to the entire body by depleting the number of white blood cells (a condition known as

leukopenia). This puts the body in a poor position to fight infection.  If the radiation dose

is high, there is extensive cell damage and health effects are seen immediately. Penetrating

radiation doses at 1,000 rad or more cause `frying of the brain' with immediate brain death

and paralysis of the central nervous system. This is why no one dared to enter the crippled

Three Mile Island nuclear reactor building during the 1979 accident. An average of 30,000

roentgens (or rads) per hour were being reported by instruments within the containment

building. This would convert to a 1,000 rad exposure for two minutes spent inside the

building. Such a dose to the whole body is invariably fatal.

          The radiation dose at which half the exposed group of people would be expected to

die, or the 50 percent lethal dose, is 250 rad. The estimate is somewhat higher if only

young men in excellent health (e.g. soldiers) are exposed. Between 250 and 1,000 rad,

death is usually due to gross damage to the stomach and gut. Below 250 rad death is

principally due to gross damage to the bone marrow and blood vessels.  Penetrating

radiation in doses above 100 rad inflicts severe skin burns.  Vomiting and diarrhea are

caused by doses above about 50 rad. An individual may react differently at different times

of life or under different circumstances. Below 30 rad, for most individuals, the effects

from external penetrating radiation are not immediately felt. The mechanism of cell

damage is similar to that described for minute quantities of radioactive chemicals which

lodge within the body itself. Only when enough cells are damaged to interfere with the

function of an organ or a body system does the individual become conscious of the

problem.

There are three main categories of dose based on their treatments: sub-clinical,

therapeutic, and palliative.

Sub-Clinical Dose, 0 to 100 rem

For total dose levels of less than 100 rem, there is a greater than 90% survival rate.

Although there may be some short-term effects, no medical treatment is required, so it is

considered to be sub-clinical.  At the high end of dose, near 100 rem, the victim may feel

dizzy or nauseous, but will most likely recover within a few days.

Therapeutic Dose, 100 to 1000 rem

For dose levels in the range of 100 to 1000 rem, medical treatment improves the

chance for survival, but death becomes increasingly probable with increased levels.  An

average 50% mortality rate is expected for a dose of 500 rem.
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Palliative Dose, > 1000 rem

For dose levels greater than 1000 rem, the mortality rate exceeds 90%.  For almost

all case, death is imminent, and treatment is only effective to moderate the amount of

suffering.   The greater the dose, the more quickly the effects will be felt.  Above 5000

rem, personnel can be expected to be immediately incapacitated.

All persons receiving a dose greater than 100 rem can be expected to suffer

radiation sickness.  Radiation sickness has three distinct phases, initial, latent and final.

Initial Phase

 During this phase, which begins anywhere from ¼ to 6 hours after the dose is

received, the onset of symptoms begins.  Typical symptoms include, nausea, vomiting,

headache, dizziness and general malaise. The initial phase lasts from 1 to 2 days.

Latent Phase

The latent phase, which lasts from 1 to 4 weeks, is marked by a temporary

disappearance of all symptoms acquired in the initial phase.  Often, the patient will feel

fully recovered. However, most of the damage to the body will begin to take effect during

this period.  There is a reduction in the number of white blood cells (leukopenia) which

will make the body susceptible to infection.

For exposures between 100 and 1000 rem it is possible for the individual to

recover. The treatment must be designed to correct the damage to the hematopoietic

tissue and fight off infection.  Typical treatment options include, blood transfusion, bone

marrow transplant and antibiotics.

Final Phase

The final phase, which lasts up to 8 weeks, is marked by a recurrence of all the

symptoms acquired in the initial phase.  Additional symptoms will appear including, skin

hemorrhages (purpurea), diarrhea, and hair loss (epilation). Since the body’s immune

system has been weakened, the most common cause of death is infection.  The final phase

will resolve in either death or complete recovery.

Probable Health Effects resulting from Exposure to Ionizing Radiation
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Dose in rems
(whole body)

Health effects
Immediate

Delayed

1,000 or more Immediate death.
`Frying of the brain'.

None

600-1,000 Weakness, nausea, vomiting and diarrhea followed by
apparent improvement. After several days: fever,
diarrhea, blood discharge from the bowels, hemorrhage
of the larynx, trachea, bronchi or lungs, vomiting of
blood and blood in the urine.

Death in about 10 days. Autopsy shows destruction of
hematopoietic tissues, including bone marrow, lymph
nodes and spleen; swelling and degeneration of
epithelial cells of the intestines, genital organs and
endocrine glands.

250-600 Nausea, vomiting, diarrhea, epilation (loss of hair),
weakness, malaise, vomiting of blood, bloody discharge
from the bowels or kidneys, nose bleeding, bleeding
from gums and genitals, subcutaneous bleeding, fever,
inflammation of the pharynx and stomach, and
menstrual abnormalities. Marked destruction of bone
marrow, lymph nodes and spleen causes decrease in
blood cells especially granulocytes and thrombocytes.

Radiation-induced atrophy of the endocrine glands
including the pituitary, thyroid and adrenal glands.
    From the third to fifth week after exposure, death is
closely correlated with degree of leukocytopenia. More
than 50% die in this time period.
    Survivors experience keloids, ophthalmological
disorders, blood dyscrasis, malignant tumors, and
psychoneurological disturbances.

150-250 Nausea and vomiting on the first day. Diarrhea and
probable skin burns. Apparent improvement for about
two weeks thereafter. Fetal or embryonic death if
pregnant.

Symptoms of malaise as indicated above. Persons in
poor health prior to exposure, or those who develop a
serious infection, may not survive.
    The healthy adult recovers to somewhat normal
health in about three months. He or she may have
permanent health damage, may develop cancer or
benign tumors, and will probably have a shortened
lifespan. Genetic and teratogenic effects.

50-150 Acute radiation sickness and burns are less severe than
at the higher exposure dose. Spontaneous abortion or
stillbirth.

Tissue damage effects are less severe. Reduction in
lymphocytes and neutrophils leaves the individual
temporarily very vulnerable to infection. There may be
genetic damage to offspring, benign or malignant
tumors, premature aging and shortened lifespan.
Genetic and teratogenic effects.

10-50 Most persons experience little or no immediate reaction.
Sensitive individuals may experience radiation sickness.

Transient effects in lymphocytes and neutrophils.
Premature aging, genetic effects and some risk of
tumors.

0-10 None Premature aging, mild mutations in offspring, some risk
of excess tumors. Genetic and teratogenic effects.

Protection Standards

Through the years, the upper limits on radiation limits have been set and
continually revised by the International Commission on Radiation Protection (ICRP) and
the National Council on Radiation Protection and Measurements (NCRP).  These
standards are based upon conservative modeling of radiation effects which has its origins
with the study of survivors of the weapons dropped on Japan.

Radiation effects fall into two categories namely stochastic and deterministic.
Deterministic effects manifest themselves soon after exposure and its effects include skin
burns, blood count effects and cataracts.  These effects are the result of severe dysfunction
or death of the ionized cells within the tissue.  Stochastic effects are the more subtle
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effects due to the mutation of the DNA itself.  Usually cancer is the long-term
manifestation of these stochastic effects.

Current Standards Established by NCRP 1993
Category Annual Limit Estimated Risk at

the Annual Limit
(cancer/genetic defects)

Occupational annual whole body limit for stochastic effects 5 rem (stochastic) 2 in 1000 per year

Occupational lifetime limit 1 rem x age (years) 3 in 100 @ age 70

Occupational annual limit for deterministic effects 15 rem to lens of eye
50 rem to any other organ or tissue

No risk if limits not
exceeded

Public annual whole body limit for continuous exposure 100 mrem 1 in 10,000 per year

Public annual whole body limit for infrequent exposure 500 mrem 1 in 10,000 per year

Negligible individual dose 1 mrem 5 in 10,000,000

In order to place some perspective on these numbers we should look at some

common sources of daily radiation.  The cosmic radiation dose attributed to the sun

accounts for about 25 mrem per year at sea level.  A rate that is doubled at the mile-high

cities of Denver and Albuquerque and about quadrupled for Quito, Ecuador at an

elevation of 9350 feet.  Gamma radiation from the decay of radioactive nuclides in the soil

presents another 46 mrem per year on a worldwide average.  Within the United States this

number ranges from 15 to 150 mrem per year.

Finally, indoor radon is the largest contributor on average to the annual

background dose.  The average home has been found to have about 1.25 picocuries per

liter which equates to an annual whole body dose equivalent of 400 mrem (based upon

staying consistently in the home whereas it is 40 mrem based on 10% occupancy).

Approximately 6% of U.S. homes exceed 4 picocuries per liter, which is the established

level at which some corrective action should be taken.



Chapter 29
Ionizing Radiation Fundamentals

335

Chapter 29 – Addendum

A True Measure of Exposure – Essays
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 Chapter 30  

Nuclear Weapon Damage Prediction

Figure 30-1 Debris after the nuclear explosion at Hiroshima.

Damage Criterion

In order to successfully predict the range of damage for a nuclear explosion one

must first know what the damage mechanism is.  The various damage effects to which

they are most vulnerable can separate targets. Recall that nuclear explosions create three

main effects: the shock wave, the thermal pulse and nuclear radiation.  Targets may be

vulnerable to one, two or all of these effects.

Damage associated with the shock wave is arbitrarily divided into two categories.

The first category is diffraction loading, which is associated with the peak overpressure in

the blast wave.  The second category is drag loading and damage in this regime is

attributed to the dynamic pressure.  While all structures are subjected to these two forces

simultaneously within the blast wave certain structures are more susceptible to one force

over another.

Diffraction Loading

The target is literally shattered by the effect of blast wave. The shock wave will

envelop and diffract around the target.  Further, the target is not enveloped simultaneously
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on all sides.  There is consequently a difference of pressures on each face as the wave

engulfs the target. These differential pressures tend to crush objects with a high force of

short duration (high impulse).  The extent of damage will depend on the peak

overpressure.  The damage criteria are identical to diffraction loading from conventional

warheads as described previously in Table 24-1.

Drag Loading

Due to the high pressure associated with the shock front and the induced low

pressure, which trails the shock front, an intense wind is created.  This wind imparts a

lateral force on a target structure.  The structure is either translated (thrown) or flexed by

the dynamic pressure of the wind. Drag loading on a structure is not only determined by

the dynamic pressure but also by the shape and size of the structure.  Typical targets

vulnerable to this effect are lightweight or flexible structures.  The extent of damage

depends on the peak dynamic pressure (or maximum wind speed).  Again, the damage

criteria are the same as for conventional warheads.  The following table gives some

correlation between the forces associated with peak overpressure, dynamic pressure and

wind.

Peak overpressure

(psi)

Peak dynamic

pressure (psi)

Maximum wind

velocity (mph)

200 330 2080

150 223 1778

100 123 1414

72 80 1170

50 40 940

30 16 670

20 8 470

10 2 290

5 0.7 160

2 0.1 70

Table 30-1.  Overpressure, dynamic pressure and wind velocity at sea level.

Fires/Burns

Targets spontaneously ignite or get charred. The extent of damage depends on the

total thermal radiation exposure. Measured in cal/cm2.  Wooden structures, fuel tanks or

personnel are typical examples.
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Target description Light
(cal/cm2)

Moderate
(cal/cm2)

Heavy
(cal/cm2)

Residential

structures

10 20 50

Personnel 3 5 10

Table 30-2.  Sample damage criteria for incendiary effects.

Radiation

For our purposes, this only applies to the initial (first minute) dose.  Only

personnel are vulnerable to radiation, although solid-state electronics may also be affected

(this is known as transient radiation effects on electronics, or TRRE).  The extent of

damage depends on the total radiation dose received in the first minute.  This is measured

in rad or rem (assumes only external exposure, so all RBE’s are 1. In other words, rads =

rems).

Target
description

Light
(rem)

Moderate
(rem)

Heavy
(rem)

Personnel 150 500 1000

Table 30-3.  Sample damage criteria for radiation effects.

The first step in damage prediction is to identify the particular nuclear explosion

effect and level of damage.  The choices of effects are peak overpressure, peak dynamic

pressure, thermal exposure and nuclear radiation dose.  The choices for damage level are

light, moderate and severe.  From damage criteria table, one can then obtain the effect and

its magnitude.  As an example, to cause severe damage to reinforced industrial buildings

will require 15 psi of peak overpressure. Now, the problem becomes finding either the

warhead size or range or both to cause this effect.

Predicting Nuclear Blast Effects

For shock wave effects such as peak overpressure or peak dynamic overpressure,

graphs have been produced for a 1 kiloton TNT equivalent explosion.  There are four

graphs in this category, three for peak overpressure, which are separated into low,

intermediate and high pressure; and one covering all levels of dynamic pressure.
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Figure 30-2.  Peak overpressure, low pressure region  (The Effects of Nuclear Weapons,

Glastone and Dolan).
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Figure 30-3. Peak overpressure, intermediate pressure region  (The Effects of Nuclear Weapons,

Glastone and Dolan).

Figure 30-4.  Peak overpressure, high pressure region  (The Effects of Nuclear Weapons,

Glastone and Dolan).
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Figure 30-5. Horizontal component of peak dynamic pressure for 1-kiloton burst  (The Effects of Nuclear

Weapons, Glastone and Dolan).

In order to use the graph for any arbitrary warhead size, we take advantage of a

scaling law.  Specifically, distances scale with the factor of W1/3, where W is the warhead

yield in kilotons of TNT equivalent.  This scaling law applies to: height of burst, h; ground

distance, d; and slant range, D.  They are related by D2 = d2 + h2.

EXAMPLE: Given 1 1000 kiloton bomb detonated at 2000 feet, find the peak
overpressure at 3000 feet from ground zero.

STEP 1: scale height of burst to 1 kiloton.
h1 = 2000 ft/ (1000)1/3 = 200 feet

STEP 2: scale ground distance to 1 kiloton.
d1 = 3000 feet / (1000)1/3 = 300 feet

STEP 3: use Figure 30-4 to find the magnitude of effect.

Answer: peak overpressure = 160 psi
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Thermal Radiation Prediction

There is only one graph for thermal effects, which requires slant range and yield as

entering arguments.   Since yield is included as a parameter, no scaling is needed.

Figure 30-6.  Slant ranges for specified radiant exposures on the ground as a function of energy

yield of air burst at altitudes up to 15,000 feet for a 12 mile visibility (The Effects of Nuclear

Weapons, Glastone and Dolan).

The graph is set up in miles (because thermal effects extend farther than blast or
radiation). You may also note that the curve doesn’t go below 3 cal/cm2 .  This is because
thermal exposures less than this level are insignificant. Likewise, there are no curves
beyond 50 cal/cm2 because that level is sufficient to cause severe damage to any
vulnerable target.

The scaling, if desired, is linear. As an example, a 10 kiloton bomb will give off 10
times the thermal exposure of a 1 kiloton bomb.

EXAMPLE: Given a 75 kiloton warhead, detonated at 300 feet, find the radiant exposure
2 miles away.
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STEP 1: compute slant range. In this case 2 miles >> 300 feet, therefore the slant range is
essentially the same as ground distance, 2 miles.

STEP 2: read the dose from Figure 30-6.

Answer: radiant exposure = 18 cal/cm2.

Radiation Dose Prediction

There are two graphs for ionizing radiation dose, one for initial gamma dose, and one for
the initial neutron dose. The total dose is the sum of the two radiation doses.  Again, yield
is taken into account, so no scaling is required.  If desired, the radiation dose generally
scales linearly, but at very high yields (several megatons) this is no longer true.

Figure 30-7.  Slant ranges for specified gamma-ray doses for targets near the ground as a function of

energy yield of air-burst thermonuclear weapons with 50% fission yield, based upon 0.9 sea-level air

density (The Effects of Nuclear Weapons, Glastone and Dolan).
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Figure 30-8. Slant ranges for specified neutron doses for targets near the ground as a function of energy
yield of air-burst thermonuclear weapons based on 0.9 sea-level air density (The Effects of Nuclear

Weapons, Glastone and Dolan).

Both graphs predict the dose in rads, but we know that for neutron and gamma

exposure, the RBE is 1, so the dose may be converted to rem directly.  The graphs don’t

go below 30 rad (rem) because that dose level will not cause any noticeable somatic

effects.  Likewise, for doses above 10,000 rad (rem), immediate death will occur in all

cases.

EXAMPLE: Given a 200 kiloton bomb that detonates at 750 feet, find the initial gamma
dose at 2000 yards from ground zero.

STEP 1: compute the slant range: (750/3)2 + 20002 = 2100 yards
STEP 2: Use Figure 30-7.
Answer: dose =  600 rem


